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Introduction

The prior chapters have presented the scope of cybercrimes that can occur

and that produce negative economic consequences for their victims, as well as

profit for the offenders. These chapters also highlight the symbiotic relation-

ship between technology and cybercrimes as a whole. As new technologies

are produced, it is extremely difficult to know which of them will take hold

and why. Numerous devices and applications have been espoused as the fu-

ture trends in the use of technology, such as GoogleGlass, virtual reality prod-

ucts like Oculus and enhanced or augmented reality applications. Neverthe-

less, most of them failed to gain a substantial market share or maintain user

interest.

Similarly, the patterns for application use are likely to change with time and

users’ interest. An excellent example of these dynamics lies with applications

like Facebook, which has a large user population but is beginning to retract

(Cannarella & Spechler, 2014; PiperJaffray, 2014). This has been suggested to

be due to generational differences in the perceived value of the platform, with

younger users moving to platforms like SnapChat and Instagram (Duggan et

al., 2015). The increasingly diversified nature of online platforms has also seg-

mented user populations by place and by use, with larger user populations

for WhatsApp in certain parts of Europe, Asia and Latin America as compared

to the larger world (Statista, 2019). Scandals associated with Facebook’s man-

agement of passwords and user data, as well as misuse by organizations like

Cambridge Analytica and nation-state manipulations, have led many to delete

their accounts and user profiles completely (Guynn, 2018; Mahdawi, 2018).

External changes to law, such as the General Data Protection Regulation by

the EU, may also make it difficult for Facebook to continue to operate in the

same fashion in certain nations (Constine, 2018).

As a consequence, it is difficult to fully assess the ways in which general tech-

nology use patterns may shift as a function of social or technological change.

Since these conditions naturally shape the practices of offenders, it is a chal-

lenge to successfully predict how offenses may change. Instead, it is more plau-

sible to assume that the motivations of offenders will remain constant and

simply evolve incrementally and proportionally in line with the technologies

available (e.g. Holt & Bossler, 2016; Mativat & Tremblay, 1997).

Against this backdrop, this chapter will discuss some prospective trends that

may continue over the next five years based on current criminological research

and trend analyses from several cybersecurity vendors. This chapter is meant
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to be speculative, but based on existing knowledge of cybercrime offending

and victimization. The ideas presented should be taken with caution and con-

sidered ideas rather than established concrete facts.
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1. Likely Trends in Economic Cybercrimes

Consistent patterns of cybercriminal activity over time do exist, and they pro-

vide potential directions for future use. For instance, it is clear that hackers

are interested in obtaining sensitive data and manipulating end users in order

to access their devices. This will undoubtedly continue over the next five to

ten years, though the targets of their efforts may evolve. As the proportion-

al market for tablet computers and smartphones continues to grow, attackers

will increase their focus on creating tools to compromise these devices.

Malware writers and attackers are already developing a range of tools to com-

promise mobile devices, as noted in Chapter 2. Attackers recognize that de-

veloping and releasing apps that contain malware through the iOS App store,

Google Play and other markets will enable backdoor access to user data. The

number of programmes appears to have increased over the last few years, and

has become more sophisticated in the acquisition of details.

Attackers also appear drawn to the Android application market due to its less

strict regulation and to the fact that users can download apps from third par-

ty platforms that can be used on the device (McAfee, 2016). Thus, it seems

reasonable to expect attackers to continue to target mobile platforms so long

as individuals use these devices for virtually all popular social and financial

applications (McAfee, 2016; Sophos, 2018).

As individuals and industry increasingly depend on the use of cloud-based

storage −where data, files and images can be uploaded to Internet-connect-

ed web servers and managed from there− these resources are more likely to

be targeted by hackers and data thieves (Mulazzani, Schrittwieser, Leithner,

Huber & Weippl, 2011). Both Google and Apple offer cloud-based storage for

images and video taken by customers on their mobile devices, as a form of

data backup. Corporations are also increasingly using services like Dropbox,

Google Drive, Microsoft’s OneDrive and other services as a means to remote-

ly host files and encourage group projects across disparate physical environ-

ments (Hansen, 2017).

Example of increase of
vulnerability

In 2017, 842 separate vulner-
abilities were identified that
directly affected Android soft-
ware, which was a substan-
tial increase from the 525 vul-
nerabilities identified in 2016
(CVE Details, 2019). Similarly,
592 vulnerabilities were identi-
fied that directly affected iOS
users in 2016, which is a re-
flection of the global populari-
ty of iPhones, iPads and other
Apple products (Cunningham,
2016).

Example of apps with
malware

The security firm Sophos not-
ed that 22 different apps that
were posing as games and util-
ities hosted on the Google Play
market in June 2018 actually
contained malicious code to
direct users to fraudulent ads
(Yu, 2018).
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Though cloud servers may be secured from compromise, and possibly

encrypted depending on the user, they are not immune to attack. A

hacker need only utilize a phishing scheme to acquire a user’s email and

password to access the account, and then gain access to the account’s

sensitive information.

Hackers are also using cloud storage as a mechanism to facilitate attacks

against several targets. For instance, the security company Netskope (2016)

found that services like Dropbox could be used as a tool to host malware and

infect end users. Individuals can create accounts and add infected files to a

folder and then share it with others in an attempt to infect their systems.

Such an attack may be more successful than it would if the hacker sent files

through email, as spam filters have become extremely effective at filtering

out or blocking e-mails with attachments that include executable programs

(Netskope, 2016). Additionally, cloud storage could decrease the efficacy of

antivirus software and that of strategies to mitigate active attacks.

Example of pishing

There have been several no-
table instances of cloud stor-
age compromise through
phishing, such as a major
dump of nude photos and
videos of many celebrities
on August 31, 2014 (Drury,
2015). Hackers use phish-
ing techniques to obtain the
iCloud account usernames and
passwords of major and mi-
nor celebrities who stored im-
ages taken from their iPhones
(Drury, 2015). Even though
the attackers did not steal any
financial information, they
posted sensitive and embar-
rassing content from hundreds
of celebrities’ devices all over
the web.

Example of the reduction
in antivirus efficacy

For instance, if an infected sys-
tem uploads files to cloud stor-
age servers used by the orga-
nization and is cleaned after-
wards to remove the infection,
it could be re-infected when
accessing that backed up file.
Thus, cloud storage will un-
doubtedly continue to grow
as a platform for exploitation
and attack by hackers to affect
individuals and organizations
across the world.
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2. IoT Devices and Cybercrime

In addition to tablets and mobile phones, consumers are increasingly acquir-

ing wearables and Internet-enabled devices that store sensitive information or

serve critical functions in several life areas. This is evident in the burgeoning

market for Bluetooth-enabled, Internet-connected devices that can be worn

anywhere on the body to capture information about the wearer. In fact, one

company estimates that there will be over 411 million wearable devices in

the market by 2020, ranging from smart watches to medical devices (Lamkin,

2016). Many of these devices capture and track user data related to several

health behaviors, including exercise, heart rate and sleeping patterns, and can

be linked to user-entered information, such as eating habits and daily caloric

intake. These applications are thought to be beneficial by gamifying exercise

and healthy behaviors, and by improving individual knowledge of fitness and

wellness issues.

Such information may seem trivial, as it is specific to an individual and is

not necessarily linked to financial information such as credit card data. At the

same time, some of these services have been linked to private health insurance

plans and consumer data in order to help shape payments and deductibles

(Olson, 2014). Specifically, health insurance providers have begun to offer re-

duced plan costs to employees who take steps to improve their general lifestyle

through regular exercise and meal intakes (Olson, 2014). Additionally, many

wearables like FitBit are managed by applications, which are only as secure as

the username and password established by the account holder. A further issue

with wearables is that they are relatively insecure devices. They do not feature

password protection or antivirus software on the physical devices themselves,

and since information flows between the wearable and other devices such as

phones, this information may be captured quite easily (Maddox, 2015).

These issues create a major opportunity for data breaches that could

lead to the loss of information related to health services, which could be

used to perform fraudulent healthcare payments or to acquire services

without authorization (Collins et al., 2011).

Fitbit

For instance, Fitbit user accounts were targeted by fraudsters in 2016 in order to fraudu-
lently obtain replacement devices (Krebs, 2016a). Additionally, a data breach that affect-
ed the web hosting services for FitBit and other companies was thought to lead to the
loss of usernames, passwords and user data (CBS, 2017). How the victims of the breach
were harmed remains unclear, but this highlights the potential for hackers to target these
devices.
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In much the same way, there are now various companies and utility providers

offering wireless Internet-connected thermostats, home security systems and

electronic-based controls, as well as phone services and home management

devices such as Amazon’s Alexa and Facebook Portal. These devices allow con-

sumers to easily and remotely manage all aspects of their home life, from

front door surveillance via Ring to energy use via devices like Nest or to order-

ing food and supplies. Many of these devices are also application- or brows-

er-based, which creates what is increasingly known as the Internet of Things:

all non-computing devices that are connected via the Internet (Curtis, 2013).

The creation and increasingly common implementation of IoT devices

ensures that consumer interactions with household devices are conve-

nient, though it creates substantial potential for compromise.

Using an application-based home security device that is managed by phone

essentially transforms the device into a set of keys that can be accessed and

used from any location (Curtis, 2013). Depending on the security settings of

the phone, it may be quite easy for anyone to obtain and control access to

the building and its security. Similarly, usernames and passwords for the ap-

plication management interface can be phished to allow remote management

of all devices.

The simple configurations and poor security of these devices create immediate

opportunities for attackers, as many are initially configured with simple pass-

words that can be identified through Google searches (Curtis, 2013). Hackers

have been able to demonstrate how easily these devices can be compromised

remotely, and even infected with malicious software in order to affect the user

(Franceschi-Bicchierai, 2016).

Mirai

In 2016, IoT devices were targeted by attackers in order to create a stable botnet-like attack
platform running through webcams and other dedicated devices (Krebs, 2016b). Since
these devices have no antivirus software or related security tools, these infections went
unnoticed by their owners and users. As a result, attackers were able to compromise the
devices using a malware variant called Mirai, which was then used to engage in a massive
DDoS attack in 2016 (Krebs, 2016b). This malware, called Mirai, targeted cybersecurity
authors and service providers for websites like GitHub, Twitter, Netflix, AirBnB and many
other major groups. The size of the botnet and the power leveraged by the IoT devices
enabled attackers to knock portions of the East Coast of the US offline for several days
(Newman, 2016).

The IoT includes home appliances and technologies, as well as durable goods

and infrastructure such as Internet-connected and autonomous, or self-dri-

ving, vehicles (Dimitrakopoulos 2011; Lu et al. 2014). The production of the

so-called CAVs (Connected and Autonomous Vehicles), whether cars or trucks,

includes the existing functionality of modern vehicles and replaces their un-

derlying systems with electric-mechanical hybrids, guided by webs of inter-

linked microchips and electronics. Additionally, the adaptation of wireless

technology and the development of integrated communications and enter-
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tainment systems that link to mobile devices have turned cars into reposito-

ries for huge amounts of data and have created new forms of user interfaces

(Gerla, Lee, Pau & Lee 2014). In fact, the production of smart vehicles is an

essential underpinning of connected autonomous vehicles that will depend

on Internet connectivity to share real-time information with other vehicles

and transport-related infrastructure, such as GPS resources and road service

systems (Gerla et al. 2014).

The emergence of CAVs and the cyber-enabled systems to support vehicle

functioning have opened doors to new threats that did not exist with the

mechanical and closed-loop electrical connections that used to define auto-

mobile systems. Of great concern are threats emanating from cyberattacks by

computer hackers on a vehicle’s computerized systems, control functions and

data repositories, which represent a clear and present danger to vehicles, their

occupants and society (Greenberg 2015; 2016; 2017). Vehicle-related cyberse-

curity risks also threaten the intellectual property of vehicle manufacturers

and their supplier partners, as well as consumers’ privacy.

The computerization of modern cars has brought forth major advances in ve-

hicle system capabilities, as well as certain levels of control over vehicle oper-

ations and advanced user features designed to enrich the driving experience.

Many of these features −such as adaptive cruise control, lane management

systems, collision avoidance systems and parking assistance− also help to in-

crease the levels of vehicle safety. These and other features require continu-

al communication among the many interconnected onboard computer mod-

ules, as well as communication with external entities such as GPS systems and

telematics providers (e.g., Onstar, HondaLink).

Some of these technologies were initially integrated into vehicles in the late

1990s and the early 2000s, though it was not possible to externally access them

via Internet connectivity. Instead, an actor would have to gain physical access

to the vehicle’s internal systems through a hardware connection at the OBD-2

(On-Board Diagnostics) port. The growth of CAV technologies and the devel-

opment of high-speed wireless Internet connectivity created opportunities for

virtual access to the systems, which in turn enables attackers to attempt to

shift the exploits and existing cybercrime techniques to vehicle platforms.

To date, no incidents of cyberattacks on vehicles that appear to have affected

consumers have been documented (e.g., Upstream 2019). Instead, the current

crop of attacks seem to be demonstrations or experiments to see if a potential

compromise could be achieved in controlled settings, such as a lab or man-

aged roads and tracks. However, attacks have been performed against wireless

vehicle keyfobs that enable access to the vehicle via remote locking, starting

and alarm controls. The signal between the keyfob and the vehicles can be

captured in various ways, and then cloned by an attacker to ensure access.

In fact, several theft incidents that involved using keyfob information have

been documented in the US and UK in the first half of 2019 alone (Upstream,

Example of vehicle-related
cybersecurity

At present, a typical sedan is
estimated to use between 50
and 70 independent computer
modules or Electronic Control
Units (ECUs), and to rely upon
approximately 100 Megabytes
of embedded binary code (Lar-
son and Nilsson 2008).
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2019). As a result, there is a need to carefully consider how vehicle-related

technologies can be impacted by criminals and generally used for economic

and property-based crimes.
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3. Nation-State Cyberattacks and Economic Threats

In addition to the broader landscape of criminal threats, there is no

doubt that nation-states will continue to engage in cyberattacks against

government and industry targets.

The potential impact that a nation-state can have against its perceived rivals

through cyberattacks is unparalleled. A nation can use hacking techniques not

only to affect another country’s operational and economic security, but also

to diminish its citizens’ perception of their government’s ability to ensure the

security of their information (see Andress & Winterfeld, 2013; Rid, 2013).

This was exemplified in a recent set of ransomware attacks that have been

attributed to North Korean actors (Newman, 2017).

Wannacry

The incident actually originated in part from the US National Security Agency (NSA),
where a number of previously unidentified vulnerabilities in common Microsoft software
products were identified. The NSA did not release this information to Microsoft, and kept
it secret in order to use the vulnerability to their own advantage for offensive attacks
(Ablon & Bogart, 2017; Newman, 2017). The vulnerability was made public due to a hack
of the NSA by a group who called themselves the ShadowBrokers and sold a cache of
sensitive, secret information and hacking tools produced by the Agency (Newman, 2017).

Microsoft was able to release patches for the vulnerability, though many systems had
not completely implemented the security updates. As a result, a large number of systems
across the globe were vulnerable to attack. In May 2017, a form of ransomware began
to circulate in Asian nations, infecting systems and encrypting user data while demand-
ing $300-$600 payments in bitcoin (Newman, 2017). The tool quickly spread across the
world, and it affected a total of 150 nations and over 200,000 individual systems (Bossert,
2017).

Wannacry was particularly effective in harming health services in England and Scot-
land, as well as manufacturers across Europe. As a result, Wannacry was estimated to
have caused $4 billion losses in damages and system down time (Bossert, 2017). The
ransomware was not well configured and created numerous errors, including the fact
that some of the people who paid did not get their files decrypted. In addition, its errors
enabled security researchers to find ways to mitigate the attacks, leading Wannacry to be
negated within a few days of its initial appearance (Bossert, 2017).

The reason why North Korea would have launched this attack is not entirely

clear, but money could be one immediate motivation, as the funds raised via

Bitcoin would be difficult to trace, thus ensuring money could be available

for clandestine and illegal activities (Bossert, 2017). In addition, the economic

and operational harm caused to global computer systems would help demon-

strate that North Korea, while being small, has the ability to hobble other na-

tions. Thus, such an attack may have a general deterrent value and help in-

crease the perceived strength of the nation (Andress & Winterfeld, 2013; Rid,

2013).

https://es.wikipedia.org/wiki/WannaCry
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Nation-states are also increasingly developing the ability to target modern crit-

ical infrastructure in order to cause systemic economic and social harm via

cyberattacks.

NotPetya

For instance, a series of ransomware attacks was observed in June 2017 against several
western countries, with a particularly large impact on computers and systems in Ukraine.
In fact, over 80% of the infections observed were found in Ukraine, suggesting that this
nation may have been specifically targeted (Greenberg, 2018). The malware, called Not-
Petya, seemed to target power companies, transportation systems, and smart systems
that supported the electrical grid (Greenberg, 2018). It also had an impact on a range of
industry and home user systems, causing a massive shutdown of critical infrastructure
and systems.

The malware used a similar structure to that of a known ransomware tool called Petya,
but differed from its code in major ways. First, the program used the same Microsoft
vulnerability identified and used in the Wannacry attacks, which was not present in Petya
(Greenberg, 2018). Second, the program displayed a ransomware message like Petya, but
did not actually decrypt systems once a ransom was paid. NotPetya did not only encrypt
the hard drive of the device it infected, but also damaged parts of the software to render
it unusable (Greenberg, 2018). As a result, researchers began to call it NotPetya because
of the similarities and differences between the two. Third, the NotPetya malware was
autonomous in nature, similar to a worm (see Chapter 2). Lastly, security firms noted that
initial infections were spread through the use of a software programme called MeDoc,
used by Ukrainians to pay their taxes (Greenberg, 2018). This targeted attack method
reinforced the idea that this malware was different from Petya, as the creators apparently
sought to directly harm Ukrainian targets.

The scope of the damages caused by NotPetya should not be underestimat-

ed, as it seriously damaged any computerized system it infected, and spread

across networks in seconds. Substantial disturbances were caused to hospitals,

shipping and logistics providers, financial institutions, governments and in-

dustrial control systems in Ukraine and other nations (Greenberg, 2018). In

fact, some estimates place the global economic losses associated with NotPetya

at over $10 billion. This is by far one of the most extreme examples of na-

tion-state attacks, and most attribute its use to Russia, which has been in a

protracted cold and hot conflict with Ukraine over the last few years. Some

speculate that the goal of causing such extreme damages was to send a mes-

sage to other nations, implying that what happened in Ukraine could happen

anywhere (Greenberg, 2018). Additionally, some suggest that the catastrophic

damage caused to systems may have been intentional so as to delete evidence

of other Russian hacking activities and hinder any further attribution to this

nation. Finally, there is little reason to believe that an individual or a group of

individuals acted on their own, as no financial profit was obtained by using

the the ransomware (Greenberg, 2018). Thus, this may be the most serious

example of nation-state sponsored hacking to date, and demonstrates the ter-

rible potential economic toll of such attacks.

https://es.wikipedia.org/wiki/Ciberataques_en_Ucrania_de_2017
https://es.wikipedia.org/wiki/Ciberataques_en_Ucrania_de_2017
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4. The challenge to policy-makers globally

This chapter has explored some patterns of crime and criminality that we may

expect in the near future, which may be a function of technology and prior

patterns of cybercrime in general. How policy makers and industry sectors

may respond in order to proactively or reactively deal with these threats in

the near future remains unclear. Governments around the world have created

new agencies and organizational features within their current departmental

structures to investigate and deter attacks (Andress & Winterfeld, 2013).

However, the governmental response to cybercrime is only as useful as in-

dustry efforts to produce secure software and tools to be used in the market

(Holt & Bossler, 2016; Rid, 2013). As noted in the nation-state examples above,

products by major software vendors have vulnerabilities that can be exploited

by attackers. Depending on the market share of a product, these threats could

cause unparalleled harm for businesses and consumers alike, through no fault

of their own. This is particularly evident in the number of vulnerabilities that

have been identified in major Internet protocols and tools used to secure on-

line communications and personal data over the last decade.

Drown

For instance, researchers identified a novel attack method in 2016. They called it
DROWN, or Decrypting RSA with Obsolete and Weakened eNcryption (Higgins, 2016).
The attackers were able to compromise an older application in the OpenSSL (Secure Sock-
et Layer) library used in Internet communications to encrypt sensitive data as they are
transferred between systems (Higgins, 2016). Attackers were thus able to break the en-
cryption system used and obtain the content of communications between web browsers,
email servers and VPN sessions. Given the kind of information that may be secured
through SSL, such as financial information, this is a serious threat to individual privacy
and confidentiality. Whereas a patch was made available for this vulnerability, it should
be noted that more than one third of all servers using OpenSSL could have been com-
promised.

This example, and the Microsoft vulnerability mentioned in the nation-state

attacks above, demonstrate that the security of the Internet is highly depen-

dent on the practices of industry and software developers. No system can guar-

antee to be completely hack-proof, but software producers can take more ef-

forts to cautiously identify vulnerabilities and software/hardware flaws at all

points in a product’s lifecycle (Rid, 2013). The more care a producer takes in

order to minimize the likelihood of their products being hacked (not only be-

fore they reach the market, but also after they are sold), the less likely are these

products to be effectively hacked by individuals in the wild. Such efforts are

thought to be too costly for developers and would slow their ability to release

products on the market.

UK example

For instance, over the last
decade the UK has repeated-
ly revised and restructured
the number of agencies with-
in their police structure to
take complaints and investi-
gate cybercrime and online
fraud (Holt, Bossler, & Burruss,
2019).
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To increase the likelihood of products being made more secure by design and

remaining secure over time, industry bodies have emerged to encourage the

consistent use of cybersecurity protocols that improve overall security for a

variety of devices. Many of these groups operate as non-profit organizations

with direct ties to industrial and government bodies.

In addition, industrial sectors are becoming more heavily involved in the in-

vestigation and management of various forms of cybercrime. Many Internet

Service Providers, software developers and computer security firms have ac-

cess to sensitive information about ongoing active threats and may be able to

observe attacks in real time (Wall, 2007). Some firms, such as Crowdsrike, are

actively hired to investigate and remediate active attacks, which gives them

insight into sensitive networks maintained by high-profile government and

industry targets (Leopold, 2017). Many of their investigations stem from at-

tacks originating from nation-states like Russia and China, and they frequent-

ly publish information on their results so as to inform the broader field of cy-

bersecurity. Corporations such as Microsoft and Google have also established

several working groups with law enforcement and industry partners to inves-

tigate and take down different cybercrime groups (Adhikari, 2013).

Finally, industry associations like the Financial Coalition Against Child

Pornography (FCACP), which includes ISPs, financial institutions, and non-

governmental non-police agencies such as the International Center for Miss-

ing and Exploited Children work together to disrupt wrongdoing (Interna-

tional Center for Missing and Exploited Children, 2017). For instance, the

FCACP was created in 2006 to reduce the use of legitimate financial payment

providers in sending and receiving payments related to the production and

distribution of child sexual exploitation content by offenders (National Cen-

ter for Missing and Exploited Children, 2017). By banding together as an in-

dustry, payment service providers were able to identify behavioral markers for

illegal payments and block specific customers and transactions from comple-

tion (International Centre for Missing and Exploited Children, 2017).

US example

For instance, the ISA Security
Compliance Institute (ISCI) in
the US has developed multi-
ple compliance specifications
related to securing critical in-
frastructure and Internet-en-
abled devices used in electri-
cal and water grid manage-
ment (Andress & Winterfeld,
2013). They also operate a cer-
tification program for hard-
ware and software used in the
field to ensure it is secured to
industrial standards (Andress &
Winterfeld, 2013). Similar en-
tities exist to promote system
security standards and com-
pliance for industrial sectors
ranging from defense contrac-
tors to the automotive industry
across the world. As a result,
they provide a means to estab-
lish basic security guidelines,
encourage compliance and
identify regulatory and policy
strategies that can be imple-
mented when industry stan-
dards fall short.

https://en.wikipedia.org/wiki/Financial_Coalition_Against_Child_Pornography
https://en.wikipedia.org/wiki/Financial_Coalition_Against_Child_Pornography
https://www.icmec.org
https://www.icmec.org


© FUOC • PID_00270256 17 Identifying Future Threats and Trends

Summary

Taken as a whole, the transformative nature of technology use has dramatical-

ly impacted the world and how we as humans live and interact within it. The

manifest benefits of technology have, however, created new opportunities for

deviance and crime that impact individuals, organizations and governments.

As a consequence, we must now carefully consider how our acceptance of, and

willingness to use technologies may simplify the process of crime, or create

new paths for offenders to gain access to sensitive data. Otherwise, we run the

risk of enabling crimes and increasing our personal risk of victimization for

the foreseeable future.
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