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Abstract—5G mobile networks are envisioned to sub-
stantiate new vertical services with diverse performance
requirements. Slicing in the Radio Access Network (RAN)
promises an efficient solution for these diversified needs of 5G
networks, which foresees the separation of the Base Station
(BS) functionality between the Central Unit (CU) and the
distributed Remote Radio Heads (RRHs). In this paper, we
formulate a Mixed Integer Programming (MIP) framework
that maximizes the throughput by jointly selecting the
optimal Functional Split (FS) and the routing path from a
connected User Equipment (UE) to the CU, while satisfying
the agreed Service Level Agreements (SLAs) of each service.
Furthermore, we propose an effective heuristic, SlicedRAN,
which creates isolated RAN slices premised on the ser-
vice requirements connected through a Fronthaul/Backhaul
(FH/BH) network and obtains near-optimal solutions in a
short computing time compared to the MIP framework.
Our results show that there is a trade-off between the
architecture of the FH/BH network and the minimum SLA
of each slice, which provides a solution to efficiently design a
virtualized network infrastructure. According to the results,
the SlicedRAN outperforms existing State-of-the-Art (SoA)
up to 112% gain in throughput. Results are shown close to
the optimal results, with a loss below 5%.

Index Terms—5G, Functional split, Crosshaul, RAN slic-
ing, Network virtualization

I. INTRODUCTION

The fifth-generation (5G) of mobile communications is
designed to serve various types of demanding services
with extremely different Quality of Service (QoS) require-
ments. The International Telecommunication Union (ITU)
categorizes 5G mobile network services into three main
types [1]: i) Enhanced Mobile Broadband (eMBB) is the
set of services that need higher-bandwidth, such as High
Definition (HD) videos, Virtual Reality (VR), and Aug-
mented Reality (AR), ii) ultra-Reliable and Low Latency
Communications (uRLLC) characterizes the range of ser-
vices demanding low latency and more reliable mobile ser-
vices, such as industrial Internet, remote surgery, assisted
or automated driving, and iii) massive Machine Type
Communications (mMTC) is designated for the services
that require high connection density though with relaxed
latency and throughput requirements, such as smart city
and smart agriculture applications. It has been largely
proven in the literature that the traditional one-size-fits-
all approach to mobile network infrastructure is unable
to deal with the expected wide range of services and the

extremely different QoS requirements of 5G [2]. In order
to be able to serve this traffic, virtualization emerges as
an essential component at the network edge, namely the
virtual partitioning of the mobile Radio Access Network
(RAN).

Through virtualization, Mobile Network Operators
(MNOs) will be able to create on-demand isolated slices
on top of the physical network to support various use
cases, such as the Internet of Things (IoT), automated
cars, streaming video, remote health care, etc [3], [4]. To
fully meet these application demands, RAN architecture
must be flexible enough to adapt the network to such
diverse requirements. Centralized/Cloud RAN (C-RAN)
has emerged as a flexible architecture to improve perfor-
mance thanks to its ability to coordinate between access
nodes, while it is cost-efficient due to resource pooling.
In 5G, C-RAN will be composed of a Central/Cloud
Unit (CU) and a set of geographically distributed Remote
Radio Heads (RRHs) connected through a packet-based
network (i.e., integrated Fronthaul/Backhaul (FH/BH)) as
proposed by 3GPP [5]. More recently, a flexible design
approach is suggested for C-RAN, where the optimal
distribution of BS functions between the CU and the
RRHs, known as Functional Split (FS), is challenging [6]–
[8]. This architecture determines the amount of functions
left locally at the RRHs, and the amount of functions
centralized at a high processing CU. A proper choice
of FS depends on the capacity of the FH/BH network,
as the centralization of the RAN functions imposes strict
capacity requirements in the FH/BH network. This renders
the design of the FH/BH network even more complicated
due to the virtualization and capability of having multiple
split choices per RRH.

II. RELATED WORK

Given the importance of Software Defined Networking
(SDN) as an enabler for both virtualization [9] and slicing
[10], some recent works have focused on RAN virtual-
ization platforms and slicing designs. Authors in [11]–
[14] studied network slicing for C-RAN resources, yet FS
and FH/BH network are missing. Foukas et al. propose
FlexRAN [15], a flexible and programmable Software-
Defined RAN (SD-RAN) platform, composed of a cen-
tralized controller and one agent per eNB that separates
control and data planes and allows a flexible control plane



design. However, despite making a step forward in the
direction of the virtualization of the RAN, the proposal
still lacks a slicing design. The same authors have also
proposed Orion [16], which is a RAN slicing design
running on the FlexRAN platform that guarantees the
functional isolation among slices. Isolation of functions
among slices is of paramount importance since it allows a
slice-custom FS within a single shared eNB, i.e., different
slices sharing the same physical node can be configured
with different FSs. For instance, in a given eNB, a
slice serving a high-speed UE better suits a centralized
FS, so that the coordination among neighboring cells is
tighter and the handover performance can be simplified.
Conversely, the slice serving a low latency UE would
require a decentralized FS to reduce the Hybrid Automatic
Repeat Request (HARQ) delay. This is the main weakness
of [17]–[20], where for simplicity, either no slicing is
considered or all slices adopt the same FS. Two notable
recent works propose Wizhaul [21] and FluidRAN [22] to
address the FS optimization. More specifically, WizHaul
[21] formulates a joint routing and FS optimization to
maximize the Centralization Degree (CD) of the network,
i.e., the network functions placed at the CU, according
to the availability of the network resources. Similarly,
FluidRAN [22] follows the same rationale but targeting
at the monetary cost minimization. However, despite their
insightful conclusions, the slicing option in the RAN is
neglected in both of these works. Given the complex
and diverse set of QoS requirements of services that 5G
will have to serve, the approach proposed in [21] that
optimizes the CD, tends to prioritize high throughput
services. In order to overcome this aspect, in this work, we
introduce the Service Level Agreement (SLA) per slice,
defined as the percentage of UEs of a specific slice served
with the required QoS (throughput, latency, etc). In that
sense, different SLAs have been investigated per slice. The
considered SLAs in this work, are focused on keeping
the percentage of UEs under control. Thus, guaranteeing
the SLA associated with each service accepted by the
network.

In this context, our recent work in [23] proposes a
joint routing (from UE to CU) and FS optimization while
considering different slices, and shows that there is a trade-
off between CD (i.e. the allocation of network functions in
the CU or in the RRH) and the throughput in the network.

In this work, we extend our previous work and develop
a Mixed Integer Programming (MIP) framework, which
maximizes the throughput, covering the optimization of
routing and FS selection, and setting minimum SLA
thresholds for each service to solve the prioritization prob-
lem in [21] and meet the diverse set of QoS requirements
of services. We further propose a heuristic method, named
SlicedRAN: a service-aware network slicing framework
for 5G RAN, which finds near-optimal solutions in a
short time. We elucidate how to solve the problem of
providing isolated and tailored slices for different services
with customized FSs per slice when CU and RRHs are
connected through a FH/BH network. The work not only

proposes a joint slicing, FS and routing solution, but it
is also intended to gain insight into how RAN should
be designed, and the interweaving of the different RAN
aspects.

The remainder of this paper is structured as follows:
Section III introduces the system model. In Section IV,
we formulate the MIP problem, then propose the heuristic
SlicedRAN. Section V provides a performance evaluation
of our framework and its results. Finally, Section VI
concludes the paper with suggestions for future work.

III. SYSTEM MODEL

In this section, we model the traffic and the RAN, includ-
ing the CU, the RRHs, and the integrated FH/BH network
connecting them. Likewise, the FSs and the traffic routing
in the network are described, and finally, the associated
constraints are defined.

A. Radio Access Network

The initial C-RAN concept is to apply a single direct FH
link to connect each RRH to the BBU pool (equivalently,
CU). However, due to concerns to scalability, CAPEX,
and multiplexing, it is expected that the FH will evolve
towards more complex and shared topologies which have
been comprehensively explored in [18], [24]. In this work,
we focus our discussion around a fully connected network
topology, and presents a simple but a realistic deployment
of the C-RAN network topology which is composed of
a CU, a set of RRHs, and an integrated packet-based
FH/BH network (often known as crosshaul [25]), which is
a set of forwarding nodes (i.e., routers) connecting CU and
RRHs, as introduced in [5]. However, our framework can
be applied to different network topologies by modifying
the capacity of specific links in the network.

We define a C-RAN architecture as a graph topology
G = (I,Q,L), where I is the superset of CU (node 0) and
the set of R RRHs, Q is the set of forwarding nodes (i.e.,
routers), and L is the set of links L = {li,j : i, j ∈ I∪Q}
connecting these elements whose vertices can be divided
into two disjoint sets I and Q, that is, I and Q are each
independent sets such that every edge connects a vertex
in I to one in Q (see Fig. 1 (a)). Vertex sets I and Q
are often known as bipartite [26] sets. Accordingly, the
set of forwarding nodes is defined as Q = {1, . . . , Q};
and the set of RRHs, R = {Q+1, . . . , Q+R}. Each link
li,j ∈ L has a capacity equal to ωi,j ≥ 0 (in b/s). Fig. 1 (a)
shows the layout of the RAN, where forwarding nodes are
organized as a matrix of m rows and Q/m columns. The
connection between the CU and an RRH can be realized
through multiple paths [22], each path including several
links. Given that there might exist multiple paths between
CU and RRH r, the set of all possible paths from CU to
RRH r is denoted by Pr.

The computational capacity of the CU and the RRHs is
limited and expressed as κr for ∀r ∈ R and κ0 for CU. As
for the bandwidth allocated to RRHs, we define ρr as the
number of Physical Resource Blocks (PRB) allocated to
RRH r (See Table II). For the sake of simplicity, as used in
[27], in the following, we assume equal transmitted power



per PRB with a distance-dependent path-loss model, as for
the Signal-to-Noise Ratio (SNR) and for the Modulation
and Coding Scheme (MCS), we adopt the models used in
[28].

B. Traffic model

In our system model, we focus on the DownLink (DL)
traffic, however, our study could be extended to include
UpLink (UL). The set of UEs is denoted by U , and the
cardinality of the set is expressed by U . Each UE demands
a service type s ∈ S, which is mainly characterized by a
required data rate. Thus, the data rate required by UE u
with service s is denoted by λsu. We also denote the total
number of UEs with service of s as ηs. These demands at
each RRH create an aggregate flow emanating from the
CU routed to RRH. Hence, the RAN operation can be
modeled as a multi-commodity flow problem where the
flows rely on the FS at each RRH.

C. Functional Splits

The protocol stack in an eNB consists of several layers,
each one responsible for a specific function or a set of
functions [29]. In this context, the FS can be defined as
the distribution of functions/layers between the CU and the
RRH. 3GPP has proposed in [5] a wide range of possible
granularities for the FS, from the coarsest granularity (the
FS is determined based on the computational capacity of
the RRH and the CU, as well as on the FH/BH network
capacity) to the finest granularity (the FS is decided on a
UE, bearer or slice basis).

Without precluding any of the granularity levels pro-
posed by 3GPP, in our work, we focus on the slice-based
FS, assuming that one slice is created for each service1. As
shown in [5], the network layers Packet Data Convergence
Protocol (PDCP), Radio Link Control (RLC) (high and
low sublayers), Medium Access Control (MAC) (high and
low sublayers), and Physical Layer (PHY) (high and low
sublayers) can be allocated either in the CU or in the
RRH. Accordingly, each FS will be defined by the set
of functions allocated in the CU and the set of functions
allocated in the RRH.

In the sequel, we will assume a set of four network
functions, denoted as F = {f0, f1, f2, f3}, where f0 is
the low layer network function (RF, signal and analog
processing, etc.), which is always placed in the RRH;
f1 serves all PHY functions except for function f0;
f2 corresponds to RLC and MAC; and f3 is the high
layer network function (e.g., PDCP and above layers).
Depending on the FS, these functions will be allocated
either at the RRH or at the CU, and thus defining the
FH/BH bandwidth requirements between the CU and
RRHs. Note that we focused on the main types of FS
options, which are the key splits as discussed in [29].
Thus, the addition of other FS options in our work would
not affect the system model. Table I includes a summary
of the allocation of functions and the associated FH/BH

1Given that slicing will be done on a service type basis as highlighted
by 3GPP [30], hereafter service and slice concepts will be interchange-
able.

bandwidth requirements for each split [22]. In principle,
regardless of the adopted FS, f0 is always placed in RRH
and f3 is in CU, thus generating three different FS options,
namely split 1, split 2, and split 3. Split 1 is a completely
decentralized FS that accommodates all functions except
f3 at the RRH. That is, all layers below PDCP run in the
RRH. Given the allocation of functions, this split does not
have traffic overhead and the required FH/BH capacity can
be approximated by the aggregate UEs’ traffic. In split 2,
f2 is moved from the RRH to the CU, thus leaving only
f0 and f1 in the RRH (see Fig. 1 (b)). This allows a
higher degree of coordination among eNBs sharing the
same CU, thus enabling better utilization of resources
with techniques such as Coordinated MultiPoint (CoMP),
frame alignment, and centralized HARQ. However, split
2 allocation imposes higher traffic overhead than split 1.
Finally, in split 3, only the RF function is located at
the RRH, while the rest of functions are moved to CU
(complete centralization), thus transmitting In-Phase and
Quadrature (IQ) samples through the FH/BH. In this case,
samples are usually encapsulated with Common Public
Radio Interface (CPRI) [31] and the required fronthaul
capacity depends on the bandwidth allocated to the eNB,
the number of antennas, etc. That is, fronthaul capacity
requirement does not depend on the UEs’ traffic for split
3. The main advantage of split 3 is that the centralization
achieves the highest coordination degree among eNBs.
Note that processing functions has a cost and needs
Central Processing Unit (CPU) processing resources. We
use c1 and c2 as the CPU computational costs for f1 and
f2 (CPU reference core per Gb/s).

TABLE I: Functions’ allocation and FH/BH bandwidth
requirements for a traffic denoted by λsu, for UE u and
service s, with 20 MHz bandwidth; Downlink: MCS index
28, 2x2 MIMO replicated from [22].

Split Type Traffic Load (b/s) Functions at CU Functions at RRH
1 λs

u f3 f0, f1, f2
2 1.02λs

u + 1.5 · 106 f2, f3 f0, f1
3 2.5 · 109 f1, f2, f3 f0

Given the described scenario, the network creates differ-
ent slices on top of the physical RAN to serve the traffic.
Fig. 1 (b) conveys an example of a slice created to serve a
UE u with service s. The slice is created across the FH/BH
network (through one or several paths) and an RRH r,
from the CU to the UE. Depending on the service and the
required QoS, the FS will be 1, 2, or 3. Note, however,
that the set of forwarding nodes, the links, and the RRH
can be shared with other slices.

D. Traffic Routing in the RAN

Given that the traffic served by RRH r can be forwarded
through any of the paths in Pr, we define the traffic
over one of these paths as trp, where p ∈ Pr. Therefore,
the total traffic served by RRH r can be expressed as∑
p∈Pr trp. Similarly, as discussed in subsection III-C, the

traffic that traverses the FH/BH network depends not only
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Fig. 1: (a) Radio Access Network model; (b) Scheme of a slice created over a path accross the FH/BH network from
the CU to the UE u with service s.

TABLE II: Summary of Notations

Symbol Description
Sets

R Set of RRHs
Q Set of forwarding nodes
U Set of UEs
F Set of network functions

Parameters
ωi,j Total bit-rate capacity of link li,j (b/s)
ρr Available physical resource block (PRB) at RRHr

ρr,su Required PRB of UEs to connect to RRH r
λs
u Transmission rate of UE u with type s (b/s)

T r,s Traffic served by slice s of RRH r
c1 CPU consumption to compile f1 (RCs per Gb/s)
c2 CPU consumption to compile f2 (RCs per Gb/s)
κr Computation capacity of each RRH (RCs per Gb/s)
κ0 Computation capacity of CU (RCs per Gb/s)
τs Proportion of UEs (i.e., SLA) for slice/service type s
ηs Number of UEs with slice/service type s
w Bandwidth of a PRB (KHz)

Variables
xr,s
u Binary variable to associate UE u with type s to RRH r
trp The variable to show the traffic routing from CU to RRH r

fr,s
n The variable to indicate the placement of functions
ypi,j The variable to indicate if the path p includes link li,j

on the traffic received/transmitted by/from the UEs but
also on the FS. Thus, a UE served by RRH r generating
a traffic λsu causes a traffic through the FH/BH network
equal to T r,su = αφr,sλsu + βφr,s , where λsu is the traffic
generated by UE u with service s and φr,s is the FS used
in RRH r for service s. In general, φr,s can take values
in {1, 2, 3}. However, due to the constraints imposed by
QoS requirements, each service s can only use a subset
of FSs, denoted as Φs. Thus, φr,s ∈ Φs ⊆ {1, 2, 3}.
As for αφr,s and βφr,s , they are coefficients and used to
properly calculate the traffic load in the FH/BH network,
and depend on the FS used in RRH r for service s, i.e.
φr,s. As observed in Table I, when service/slice s uses FS
1, i.e. φr,s = 1, we have α1 = 1 and β1 = 0. In the case
of split 2, α2 = 1.02 and β2 = 1.5 · 106 b/s. Finally, in
split 3, α3 = 0 and β3 = 2.5 · 109 · ρ

r
u

100 b/s2, where ρru is
the bandwidth allocated to UE u at RRH r expressed in

2According to literature, the required transmission rate required for 20
MHz bandwidth (i.e. 100 PRBs) is around 2.5 Gb/s. This is the reason
why the number of PRBs is normalized with respect to 100 PRBs



number of PRBs. Accordingly, the FH/BH transmission
rate of slice 3 depends on the bandwidth allocated in the
RRH for this slice.

According to the definitions stated above, the traffic
traversing the FH/BH network to serve UEs with service
s connected to RRH r is given by

T r,s =
∑
u∈U

xr,su · T r,su , (1)

where xr,su ∈ {0, 1} is a binary variable equal to 1 when
UE u requires service s and is served by RRH r, and 0
otherwise. Each RRH can run different slices and serve
different services3 simultaneously. Thus, if we define the
traffic served by slice s of RRH r as T r,s, the total
traffic served by RRH r can be expressed as

∑
s∈S T

r,s.
Therefore, it holds that∑

p∈Pr

trp =
∑
s∈S

T r,s. (2)

The accommodation of functions f0, f1, f2 and f3 in the
RRH r or in the CU depends exclusively on the adopted
FS. We define the set of variables fr,sn ∈ {0, 1} for
n = {0, 1, 2, 3}. If function fn runs in the RRH r for
service/slice s, then fr,sn = 1. Conversely, if it runs in the
CU, then fr,sn = 0. By inspecting Fig. 1 (b) and Table
I, it can be shown that, when service s uses split 1, then
fr,s0 = fr,s1 = fr,s2 = 1 and fr,s3 = 0. If it uses split 2,
then fr,s0 = fr,s1 = 1 and fr,s2 = fr,s3 = 0. Finally, if it
uses split 3, then fr,s0 = 1 and fr,s1 = fr,s2 = fr,s3 = 0.
Thus, in general, when service/slice s uses FS φr,s,

fr,sn =

{
1 if n ≤ 3− φr,s
0 otherwise , (3)

where n = {0, 1, 2, 3} and φr,s = {1, 2, 3}. Note that
allocating a function either in the CU or in the RRH
has a computational cost. In the sequel, as described in
Section III-C, the computational cost of function fn, for
n = {0, 1, 2, 3}, is denoted by cn.

IV. SLICEDRAN: SERVICE-AWARE NETWORK
SLICING FRAMEWORK FOR BASE STATION

The management and the operation of dynamic FS in
the RAN pose significant challenges with several trade-
offs. On the one hand, a reduction in the FH/BH network’s
load can be achieved by locating RAN functions at RRHs,
though at the expense of increasing the computational
needs in the RRHs. On the other hand, offloading the
RAN functions and pooling them at the CU benefits from
a reduction of the computational capacity required at the
RRHs and offers centralized control that can improve the
network’s performance, but with higher FH/BH bandwidth
requirements. In the same vein, not all FSs meet the
requirements of all services, and as proposed by 3GPP
[5] it is expected that each slice would have diverse
QoS requirements. Regardless of how exactly a slice
is implemented within the RAN, different functionality

3Please, recall that service and slice are used interchangeably, and we
assume that the network creates a slice per each service.

mapping (i.e., FS selection) may be suitable for each
slice. The QoS requirements of each service have been
taken into account when adapting the FS for each service.
For instance, eMBB traffic requires a high degree of
coordination among eNBs to achieve high data rates.
This suggests a scenario in which eMBB UEs require
high bandwidth along with high-speed execution for these
bandwidth-intensive applications, processing of a vast
amount of data in a cloud (equivalently CU) [32]. This
means centralizing network functions towards the CU,
(e.g. split 3). Conversely, uRLLC needs fast retransmis-
sions to guarantee low latency and high reliability. In that
sense, decentralized FSs are needed (e.g. split 1), which
means the experienced delay for this service is minimized
since the most of functions are decentralized and located
in the RRHs. mMTC, such as IoT applications, is a service
with which intermediate splits would work [33].

In this context, a convenient network slicing algorithm
provides the network with a higher degree of flexibility,
thus enabling the adaptation of the FS of each slice to
traffic requirements and network limitations (RRH and/or
CU computing capacity, FH/BH network capacity, etc.).
Thereby, we propose a novel MIP framework to formulate
joint FS and network slicing for future 5G networks,
and describe the proposed MIP optimization problem for-
mulation. We next propose an effective heuristic method
SlicedRAN which is based on Relaxation Induced Neigh-
borhood Search (RINS) heuristic and then we explain it’s
performance.

A. MIP Problem Formulation

As already stated, in the following we propose an
optimization solution aimed to maximize the throughput
of the 5G network by jointly selecting the most convenient
and efficient FS and routing per slice.

Accordingly, the objective of the solution is to maxi-
mize the throughput by determining i) the UE association
to the RRH and ii) the path through which each type
of traffic is forwarded. In parallel, the solution decides
the most appropriate FS for each service based on the
constraints of the network, such as the capacity of the
links and the computational capacity of the CU and the
RRHs.

Hence, the maximization of the network throughput,
which is our objective function, can be written as in (4).
The constraints of the optimization model are defined in
(5) - (13).

max.
∑
r∈R

∑
s∈S

∑
u∈U

λsu · xr,su (4)

Subject to:

∑
s∈S

∑
u∈U

3∑
n=0

xr,su · λsu · cn · fr,sn ≤ κr, ∀r ∈ R (5)

∑
r∈R

∑
s∈S

∑
u∈U

3∑
n=0

λsu · xr,su · cn(1− fr,sn ) ≤ κ0 (6)



∑
p∈P r

trp =
∑
s∈S

T r,s, ∀r ∈ R (7)

∑
r∈R

∑
p∈P r

trp.y
p
i,j ≤ ωi,j , ∀j 6= i ∈ Q (8)

∑
s∈S

∑
u∈U

xr,su .ρr,su ≤ ρr, ∀r ∈ R (9)

∑
r∈R

xr,su = 1, ∀u ∈ U ,∀s ∈ S (10)

∑
u∈U

∑
r∈R

xr,su ≥ τs.ηs, ∀s ∈ S (11)

xr,su ∈ {0, 1}, ∀r ∈ R,∀s ∈ S (12)

φr,s ∈ Φs, ∀r ∈ R,∀s ∈ S (13)

First, (5) ensures that the computational cost of the
functions run in each RRH does not exceed the RRH
computational capacity κr. Similarly, constraint (6) is used
to bound the maximum computational capacity supported
by the CU (κ0). Constraint (7) guarantees that all the
traffic served by a RRH, regardless of the slice to which
the traffic belongs, equals the traffic forwarded over the
paths from the CU to the RRH, as shown in (2). Constraint
(8) states that the flow from each RRH r to CU is bounded
by the capacity of the links of the paths, denoted as ωi,j
(b/s). The ypi,j ∈ {0, 1} indicates if the path p includes
link li,j or not. As for the number of PRBs allocated
by each RRH, constraint (9) ensures that the number of
PRB allocated to UEs served by the RRH can not exceed
the maximum number of PRBs. Moreover, UEs are not
served by more than a single RRH simultaneously with
constraint (10). We impose a minimum SLA for each slice
in constraint (11) to guarantee the SLA of a particular
slice. Specifically, τs ∈ [0, 1] stands for the minimum
proportion of UEs with service type s that must be served
with the required QoS and ηs is the total number of UEs
with service type s. Thus, the minimum number of UEs
that should meet the required QoS is τs · ηs. Indeed,
this constraint solves the problem of prioritization for the
services with higher bandwidth requirements and creates a
balance for the diversity of accepted services/slices, where
its impact is analysed in Section V. Constraint (12) defines
xr,su as a binary variable. Finally, (13) defines the set of
allowed FSs for a slice/service. For illustrative purpose, let
us assume that a given service s must be served always
with FS 1. In that case, the set of allowed FSs, denoted
in (13) as Φs, would be Φs = {1}. Thus, (13) forces all
RRHs to serve service s with FS φr,s = 1. Instead, if we
assume that a service can be delivered with splits 2 and
3, then Φs = {2, 3}. In this case, the FS for service s
can take values φr,s = {2, 3} in the different RRHs. It is
worth noting that the value of φr,s determines the value
of fr,sn for n = {0, 1, 2, 3} according to (3).

Theorem 1. The optimization model turns out to be a
MIP problem, which is an NP-complete problem, and has
a complexity of O(2N ).

Proof. The optimization model that maximizes the
network throughput is a MIP problem, for which com-
mercial and free solvers can be used. Generally, a MIP
problem is known to be an NP-complete problem, and
as the computation time for NP-complete problems is
high [34], the number of nodes (UEs and RRHs) in the
network negatively affects the computation time due to
the increment of the search space of the variables. We
solved the MIP optimization using IBM ILOG CPLEX
Optimization Studio [35]. This optimizer has a high-
performance solver which uses algorithms such as branch-
and-bound, branch-and-cut, etc. Jeroslow [36] proved that
the complexity of branch-and-bound for a MIP problem
is O(2N ), where N is the number of variables in the
optimization. In our optimization problem, we have bi-
nary (xr,su ) and continuous (trp) variables that require the
branch-and-bound method.

We next propose a solution algorithm for the MIP
problem. Note that our MIP optimization model and the
provided solution algorithm are generic and can be easily
extended for various scenarios where the routing and
computation cost functions are strictly convex and linear
on the UEs’ traffic load.

B. Solution Method: RINS Heuristic for SlicedRAN
The computational complexity of the MIP problem

increases substantially for large scale of networks, and the
number of nodes in the network negatively affects this
computation time. To overcome this issue, one solution
could be using Reinforcement Learning (RL) algorithms
or developing a heuristic approach. Indeed there is a trade-
off between selecting the heuristic approach and RL algo-
rithms. In particular, the training time in RL algorithms is
high whereas in heuristic approach is null. Conversely,
once trained, the computational time is lower for RL
than for the heuristic method. The heuristic approach
is able to face changes better than RL as long as it
can be executed fast enough (i.e., reduced computational
complexity). To this aim, we develop a heuristic solution,
SlicedRAN, using a heuristic method to handle it in a
shorter computing time. One of these heuristic methods is
known as RINS [37] that separates a MIP problem into
sub-problems and explores a neighborhood of the current
incumbent solution and solves reduced problems at some
nodes of a branch-and-cut tree and obtains a good solution
among the incumbent solution. The proposed solution
algorithm is summarized in Algorithm 1.

According to this algorithm, we take a network topol-
ogy, the set of all UEs, and the proportion of UEs
τs ∈ [0, 1] as an input and then initialize the SNR and ρr,su
of each UE to the list of RRHs. Next, for all UEs belong
to each slice we solve SlicedRAN based on RINS (line
1-5), Then, we check the constraint (11) to check SLA
threshold for each service; if the network guarantees the
current SLA (i.e., τs) (line 6), then the feasible solution is
sought for the current slice s, where the solution is stored
in Sol.s (line 7). Otherwise, the solution is infeasible due
to insufficient resources in the network (line 10). Finally,
we store the final solution of the current slice s in Sol (line



13) and return this solution as an output of our algorithm
(line 15).

Algorithm 1: SlicedRAN
Input: G = (I,Q,L): a network topology graph
U : the set of UEs
τs: the proportion of UEs (i.e., SLA %)
Initialize: Compute SNR and create candidate list
of RRHs for each UE
Compute ρr,su for each UE and create candidate list of
RRHs based on ρr,su

Output: Sol: the solution for all UEs of each slice
1 repeat
2 ∀u ε U
3 foreach s ε S do
4 for τs = 0 to 100 do
5 tmp← Solve SlicedRAN based on RINS

heuristic in sub-problems
6 if SLA constraint holds then

. (11)
7 Sol.s← tmp

. Feasible solution
8 end
9 else

10 Sol.s← Inf.
. Infeasible solution due to

lack of resources
11 end
12 end
13 Sol← Sol.s
14 end
15 return Sol

Theorem 2. The run-time complexity of SlicedRAN is

O
(
(
∣∣S∣∣.∣∣U ∣∣.∣∣T ∣∣).(2∣∣S∣∣.∣∣U∣∣.∣∣R∣∣+∣∣P ∣∣.∣∣R∣∣)).

Proof. SlicedRAN starts at line 2 and ends at 15.
In this loop, we iterate on the number of UEs

∣∣U ∣∣
and with the number of services

∣∣S∣∣. For each SLA
threshold τs, it takes the number of

∣∣T ∣∣ steps. We next
run RINS in subproblems, exploring the convex hull of
all the feasible solutions for binary variable xr,su and
continuous variable trp. The binary variable xr,su has a
maximum number of

∣∣S∣∣.∣∣U∣∣.∣∣R∣∣, and continuous vari-
able trp has a maximum number of

∣∣P∣∣.∣∣R∣∣ in the net-
work. Thus, the run-time complexity of SlicedRAN is

O
(
(
∣∣S∣∣.∣∣U ∣∣.∣∣T ∣∣).(2∣∣S∣∣.∣∣U∣∣.∣∣R∣∣+∣∣P ∣∣.∣∣R∣∣)).

V. PERFORMANCE EVALUATION

In this section, we present the effectiveness of the pro-
posed solution from the overall system and slice viewpoint
by investigation of numerical results for the performance
of SlicedRAN.

A. Simulation Scenario

In our analysis, we consider three main types of
uRLLC, mMTC, and eMBB services with different QoS
requirements. Table III summarizes our simulation setup,
where we assume a bandwidth of 20 MHz for each BS
(i.e, ρr = 100 PRBs) with 4 forwarding nodes (Q = 4
and m = 2 in Fig. 1(a)) and a link capacity ranging from
ωi,j = 100 Mb/s to ωi,j = 25 Gb/s. We study a scenario
composed of a single CU connected to a set of RRHs from

4 to 16 (R = 4 to R = 16) and adopt the values of [38]–
[40] to define three types of applications, i.e., medical,
IoT, and video streaming applications. We consider s =
1 for medical applications (uRLLC) which use split 1
with λ1u = 120 Kb/s, s = 2 for IoT messages (mMTC)
which use split 2 with λ2u = 30 Kb/s, and finally s = 3 for
video streaming applications (eMBB) which need a higher
degree of centralization (i.e., split 3) with λ3u = 20 Mb/s.
As for the computational capacity, we utilize the values
used in [22], with κ0 = 100, κr = 1 CPU reference core
per Gb/s. Regarding the computational cost, c1 = 3.25
and c2 = 0.75 CPU reference core per Gb/s. Note that we
exclude the computation costs for fr,s0 which is always
placed in RRHs and fr,s3 since it is always in the CU.
We consider a distance-dependent path-loss model with
transmission power 30 dBm and for the MCS calculation,
we adopt the values used in [28]. We then explore two
configurations for the evaluation of SlicedRAN.

Configuration 1 (C.1): This configuration is a uniform
distribution where 33%, 34%, and 33% are set to UEs with
the type of medical applications, IoT messages, and video
streaming, respectively. This configuration has a balanced
number of different UEs with different QoS requirements,
totally 1000 UEs (i.e., U = 1000). Indeed, eMBB UEs
which need higher bandwidth (i.e., PRB) in RRHs have
the same distribution of mMTC applications (i.e., IoT
UEs) which require less bandwidth while injecting extra
overheads into the FH/BH network.

Configuration 2 (C.2): In general, the distribution of
traffic (each type of UEs) is not necessarily uniform,
as a massive number of IoT connections is expected.
Therefore, we consider a scenario with 6380 UEs (i.e., U
= 6380)4 where 80% of the connections correspond to IoT
applications (mMTC), while 15%, and 5% are set to UEs
with medical applications (uRLLC) and video streaming
(eMBB), respectively. Apparently, this configuration has
fewer eMBB UEs, thus less requirements in terms of PRBs
in RRHs. On the other hand, it has more IoT applications
which adds huge overheads into the network, thus higher
requirements in terms of the capacity of FH/BH networks.

We have conducted extensive Monte-Carlo simulations
implemented in Java, while the optimization model is built
and solved with IBM ILOG CPLEX Optimization Studio
[35]. Note that the computing time needed to obtain the
optimal solution (i.e., MIP) with a CPU processor of Core
i7-8550U, a RAM of 16 GB for a scenario composed of
a single CU, Q = 4, R = 10 and for C.1, is the matter of
hours while the proposed algorithm (i.e., SlicedRAN) is
able to obtain the near-optimal solution around 9 seconds.

We obtain results by maximizing the throughput for
each configuration for three metrics of interest:

• Served Traffic: to identify the portion of traffic served
by applying SlicedRAN on the existing network
infrastructure;

4In order to have a fair comparison, we consider the same offered
traffic of 6.65 Gb/s for both C.1 and C.2. This is why for C.1 totally U
= 1000 UEs and for C.2 U = 6380 have been chosen.



• Link Usage: to explore the minimum capacity re-
quired in the FH/BH network for each configuration;

• Spectrum Usage: to study a cost-efficient (i.e., the
minimum number of RRHs) set-up required in RRHs
per configuration.

All results are compared with [21] where the main
objective is maximizing CD and no slicing is considered.
Therefore, a single FS is allowed to use in each RRH. In
the following, the MIP optimization is labeled as Optimal,
the proposed heuristic as SlicedRAN, and the state of the
art [21] as SoA.

TABLE III: Simulation Setup

System Bandwidth 20 MHz
Number of PRBs (ρr) 100
Number of RRHs (R) 4 - 16
Number of Forwarding Nodes (Q) 4
Number of UEs (U ) 1000 - 6380
The capacity of links (ωi,j ) 0.1 - 25 Gb/s
Transmission rate of uRLLC (Medical apps) 120 Kb/s
Transmission rate of mMTC (IoT msg) 30 Kb/s
Transmission rate of eMBB (Video Streaming) 20 Mb/s
Transmitted power 30 dBm
CPU consumption to compile f1 (c1) 3.25 RCs per Gb/s
CPU consumption to compile f2 (c2) 0.75 RCs per Gb/s
Computation capacity of each RRH (κr) 1 RCs per Gb/s
Computation capacity of CU (κ0) 100 RCs per Gb/s
Value of SLA for each slice (τs) 5% - 100%

Within the simulation, we compare the performance
of SlicedRAN and Optimal with the benchmark scheme
of SoA ( [21]). We analyse the capacity requirements
of RRHs in Section V-B, where we only evaluate the
network performance without imposing constraints in the
FH/BH network; then, we enforce the FH/BH constraints
in Section V-C to explore the impact of the limitation
on the FH/BH network in order to provide the guidelines
on the design of the FH/BH network. As stated before,
maximizing the throughput has a great impact on the
QoS of those services/slices which have less bandwidth
requirements. To this end, we analyse the impact of
imposing a minimum SLA for the network performance
in Section V-D.

B. Analysis of Capacity of RRHs

As mentioned previously, the aim of investigating the
capacities of RRHs is to find a proper set-up of flexible
FS along with the minimum capacity of requirements per
RRH. We thus explore the network performance where
only constraints on the capacities of RRHs are imposed.

We next present the results of our numerical analysis in
Fig. 2, where we assume that ωi,j =∞ and τs = 0,∀s ∈
S for a set of RRHs from 4 to 16 BSs (R = 4 to R = 16)
where the offered load is 6.65 Gb/s for C.1.

As can be seen in Fig. 2, it is evident that the increase
in the number of RRHs is consistent with the increase in
the average of served traffic in Optimal, SlicedRAN, and
SoA. The heuristic SlicedRAN has a higher performance
compared to SoA while lower than Optimal. However,
it performs very close to Optimal with a very lower
computation time. For example, when R = 6 SlicedRAN
achieves 5.54 Gb/s throughput while SoA can reach up to
2.95 Gb/s in the throughput, which indicates 85% of gain

in the performance of SlicedRAN when compared with
SoA performance. The main reason for outperforming
SlicedRAN is strongly linked to the benefits of virtual-
ization, which allows RRHs to use different FSs to serve
diverse traffic demands; while in SoA (without slicing)
each RRH is allowed to use only a single FS in order to
serve the corresponding service. Furthermore, by analysis
of this figure, it can be identified that increasing the
number of RRHs has more impacts on SoA performance.
We observe that a smaller number of RRHs results in
more traffic rejection in SoA and increasing the number
of RRHs adds more diversity in terms of FS for SoA, thus
supporting plenty of different services. For example, by
increasing RRHs from R = 6 to R = 10 (i.e., the addition
of four RRHs) in SoA, the mean served traffic increases
up to 68% (from 2.95 Gb/s to 4.98 Gb/s). Whereas this
increase of traffic in SlicedRAN is ∼ 14% (from 5.54 Gb/s
to 6.30 Gb/s). As stated above, there is a clear evidence
that having a network with a small number of RRHs (each
RRH with a single FS) fails to support plenty of distinct
services. Hence, at the beginning the UEs who were not
able to be served with nearby RRHs (due to different FS
requirements), with increasing the number of RRHs, the
diversity of BSs with different FSs allows them to find a
BS with the corresponding FS to meet their requirements.

Fig. 2: Average served traffic w.r.t number of RRHs from
R = 4 to R = 16 where ωi,j = ∞ with offered load =
6.65 Gb/s for C.1

Similar results were found after evaluating C.2 in Fig.
3, wherein the same settings of Fig. 2 is applied. It is
apparent that in all cases SlicedRAN outperforms SoA
with a significant difference in the cases of a small number
of RRHs. For example, SlicedRAN achieves 5.47 Gb/s
in throughput when R = 6, while SoA reaches only
2.57 Gb/s, hence, we have considerably higher gain in
the performance of SlicedRAN, that is ∼ 112% gain in
throughput.

Comparing Figs. 2 and 3 shows that a significant im-
provement was obtained in the majority of cases. However,
the main inspection of Fig. 3 indicates that SlicedRAN
serves almost all traffic when R = 14, while in Fig. 2
in order to reach this performance, two more RRHs are
needed (i.e., R = 16), which leads to extra deployment
costs for MNOs. This is because in C.1 we have a
uniform distribution of traffic i.e., with the same number
per each type of UEs, which leads to higher bandwidth



Fig. 3: Average served traffic w.r.t number of RRHs from
R = 4 to R = 16 where ωi,j = ∞ with offered load =
6.65 Gb/s for C.2

requirements in RRHs (due to existing more eMBB UEs).
In addition, we observe that SoA has a better performance
in Fig. 2 which is evaluated for C.1. For example, the
average of served traffic in Fig. 2 for R = 8 is higher than
4 Gb/s, while in Fig. 3 (i.e., C.2) the achieved value is
less than 3.5 Gb/s. The main reason for this behavior is
that the distribution of traffic in C.2 is not uniform, and
we have fewer eMBB UEs that need higher bandwidth
requirements (i.e., PRB) in RRHs. Indeed, C.2 is mainly
composed of 80% of mMTC UEs and 15% of uRLLC UEs
(i.e., in total 95 % of all offered traffic), and only 5% of
all UEs are eMBB UEs. Hence, the usage of capacities
in RRHs (i.e., PRB, computation cost, spectrum) in C.2
is fewer than C.1, where it has a uniform distribution
of traffic (i.e., the same number per each type of UEs).
Furthermore, SoA in C.2 serves almost all traffic with
R = 14 while C.1 needs at least two more RRHs (i.e.,
R = 16) in order to achieve the same throughput. The
main reason for this contradicting behavior is that as we
have fewer number of eMBB UEs in C.2, the diversity
requirements of RRHs with different FS is lower, which
means fewer number of RRHs are needed to meet the
requirement of eMBB UEs. On the other hand, in C.1,
the uniform distribution entails distinct FSs for each type
of service and due to using only a single FS in SoA,
this uniform traffic needs more RRHs with different FS
in order to serve all traffic.

From these results, we can conclude that with slicing we
manage to better use the resources in terms of spectrum
usage in RRHs by creating different slices in each RRH.
Thus, to achieve the same performance in SoA, MNOs
need to deploy more RRHs, which adds more costs for
them. This is more important for MNOs to decrease the
hardware deployment costs where they are in quest of a
cost-efficient design of the BS framework.

C. Analysis of FH/BH Network

The results of subsection V-B showed the gain achieved
by slicing in RRHs, when no constraints were imposed to
the FH/BH network. However, the design of the FH/BH
network has an impact on this gain. Note that the degree
of centralization depends on the design and the available
capacity in FH/BH networks. Indeed as we increase the

capacity of links, higher traffic can be served in the
network, and the impact of the FH/BH network on the
benefits of slicing can be diminished.

In this regard, we analyse the FH/BH networks for
bipartite network topologies by increasing the capacity of
links (i.e., ωi,j). First, we explore this analysis for C.2,
where more mMTC UEs are deployed. As you see in Fig.
4, the remarkable point is that imposing constraints in
the FH/BH networks leads to the loss in the throughput
gained in Section V-B. The results show that the heuristic
SlicedRAN and Optimal have tight and close results, and,
as we increase the capacity of the FH/BH links, more
throughput is achieved. However, increasing the capaci-
ties of FH/BH networks makes this loss and limitation
negligible in SlicedRAN while it remains suffering in
SoA. Fig. 4 depicts that only 16% of the offered traffic
is actually served when ωi,j = 100 Mb/s (a loss equal to
84%) for SlicedRAN while this loss is ∼ 97% for SoA.
Remarkably, this reduces as we increase the capacities
in FH/BH networks. For example, the loss of traffic by
SlicedRAN is ∼ 25% when we have ωi,j = 1 Gb/s while
in SoA it is close to 65%, and when we increase the
capacity to ωi,j = 2 Gb/s, the average of traffic served
by SlicedRAN is higher (i.e., 6.55 Gb/s) which means
under 1% of offered traffic is lost while SoA achieves
4 Gb/s which means 40% of offered traffic is dropped.
This effect is pronounced for the utilization of slicing in
SlicedRAN, which better uses the resources in the FH/BH
network by employing different FSs, which has an impact
on the FH/BH network in order to serve different services
with various QoS requirements. Whereas in SoA, on one
side, only a single FS is used in each RRH to serve
corresponding traffic of services. On the other side, SoA
suffers from the limitation in the capacities of RRHs since
it achieves the same throughput of SlicedRAN when we
have more number of RRHs, that is, at least R = 14 RRHs
for SoA (See Fig. 3).

Fig. 4: Average served traffic w.r.t the capacities in FH/BH
network (i.e., ωi,j (in Mb/s)) with offered load = 6.65 Gb/s
for C.2

In Fig. 5 which is obtained for C.1, the results demon-
strate relatively the same behavior as Fig. 4. Comparing
these figures shows that when we have more capacities
in FH/BH network, SoA in C.1 performs better when
compared to SoA performance in C.2. This is because



TABLE IV: Resource usage for C.2

Optimal (A) / SlicedRAN (B) / SoA (C) performance with 10 RRH
ωi,j

(Gb/s) Served Traffic (%) Link Usage (%) Spectrum Usage (%)

A B C A B C A B C
1 16.3 16.3 3 99.9 99.5 99.9 17.3 17.3 7.7
5 49.6 49.6 15.9 99.8 99.5 99.9 62.6 62 27.5
10 74.7 74 34.7 99.7 98 99.9 89.9 95.9 54.2
15 90.8 89.3 46.8 99.8 96.2 99.7 95.1 99 72.6
20 98.5 91.1 60.3 99.3 98.2 91.3 97.1 98.7 85.9
25 100 91.6 60.7 88.1 87.2 73.6 98.5 98.5 85.8

in C.2 we have more deployed eMBB and mMTC UEs
that inject more overhead and capacity requirements in
FH/BH network; hence, more traffic is rejected.

Fig. 5: Average served traffic w.r.t the capacities in FH/BH
network (i.e., ωi,j (in Mb/s)) with offered load = 6.65 Gb/s
for C.1

In Table IV, we assess the resource usages of the
network in terms of Served Traffic, Link Usage, Spectrum
Usage for C.2. It must be pointed out that both SlicedRAN
and Optimal better use the resources, and more traffic
is served with the same resources in the network when
compared to SoA. For example, SlicedRAN achieves
superior results respectively up to 74% of total traffic
when the limitation is imposed into the FH/BH network
with ωi,j = 10 Gb/s whereas with the same capacity in the
FH/BH network achieved traffic is about 34.7% in SoA
which is less than half of the traffic which is served by
SlicedRAN. A similar pattern was obtained when capacity
is increased to ωi,j = 15, 20 Gb/s, where SlicedRAN
achieves 89.3%, 91.1%, respectively while SoA reaches
only 46.8%, 60.3% sequentially of the total traffic offered.

A similar conclusion was reached by Table V where
we have 10 RRHs in the network for C.1. The findings
are directly in line with previous findings particularly
when the capacity of the FH/BH links is small. From this
table, it is evident that the performance of SlicedRAN is
substantially better than SoA performance. For instance,
when ωi,j = 1 Gb/s SlicedRAN performs almost five
times better than SoA in the percentage of traffic served
while using 53% more in the spectrum. It is essential
to highlight the fact that in almost all the cases, the
usage of the FH/BH links is close to 100%, while in the
case of spectrum usage, SlicedRAN performs better when
compared to SoA performance.

From these results in tables IV and V, we conclude that
dimensioning the FH/BH network, impacts on all explored

TABLE V: Resource usage for C.1

Optimal (A) / SlicedRAN (B) / SoA (C) performance with 10 RRH
ωi,j

(Gb/s) Served Traffic (%) Link Usage (%) Spectrum Usage (%)

A B C A B C A B C
1 15.5 15.4 3.2 99.6 99.8 99.9 11.4 15.3 7.3
5 49.4 48.5 15.6 99.8 99 99.9 56.2 55.6 28.4
10 75.6 70 34.5 99.5 98.2 99.9 81.9 87.4 50.9
15 93.1 82.3 67.7 99.6 93.8 99.9 92.1 91.8 85.5
20 99.9 90.7 74.9 89.1 91.8 78.6 93.4 90.5 90.5
25 100 90.9 75.2 88.7 75.7 74.3 95.2 85.5 90.5

metrics (Served Traffic, Link Usage, Spectrum Usage) of
the network. Indeed as much as we increase the capacity
of links in the FH/BH networks, it allows us to serve
more traffic, especially with leveraging virtualization in
SlicedRAN we can have higher gains in terms of Served
Traffic and efficient resource usage (i.e., Link Usage,
Spectrum Usage) when compared with SoA.

Having different QoS requirements in 5G especially for
three main types of eMBB, uRLLC, and mMTC services
need to adopt by MNO’s to meet the diversity of these
QoS requirements. Indeed, maximizing the throughput is
challenging to satisfy the QoS of different services, and
could have an impact on the QoS of those services which
have less bandwidth requirements on the network. Fig.
6 illustrates this challenge for the proposed SlicedRAN
where the objective is maximizing the throughput and all
links have the same capacity in the FH/BH network. As
can be observed from this figure, SlicedRAN prioritizes
the uRLLC and eMBB services, and after it satisfies all
of these services (i,e., ωi,j = 20 Gb/s), then starts to
increase serving mMTC services which have less band-
width requirements. For example, in this figure, almost
all eMBB and uRLLC services are served when ωi,j = 20
Gb/s. On the other hand, served traffic for mMTC services
remain under 50% with the same capacity. Indeed, up to
50% of mMTC services are dropped as they have less
bandwidth requirements on the FH/BH network. To this
end, in the next subsection, we analyse the imposing of
different SLAs to guarantee QoS of mMTC services.

Fig. 6: Served traffic (%) w.r.t the capacities in FH/BH
network (i.e., ωi,j (in Mb/s)) when R = 10 with offered
load = 6.65 Gb/s for C.2

D. Analysis of Imposing SLA for each Slices

As observed in Section V-C, the extreme demands with
different QoS requirements in 5G show that maximizing



the throughput could have an impact on the QoS of
those services which have less bandwidth requirements on
the network. To overcome this, a constraint to guarantee
a minimum percentage of UEs per slice that meet the
required QoS is needed. As explained in Section IV-B,
we denote this as SLA. In the following, we analyse the
impact of imposing the SLA for each slice. Due to the
limitation of resources, it is not always feasible to achieve
the SLA. In that case, the solution will be infeasible (as
explained in Algorithm 1), we choose the scenarios where
the solutions are feasible.

We first assess the analysis of imposing SLA to one
slice on the performance of other slices in C.1. Fig. 7
shows the analysis of enforcing SLA for mMTC slice
and its impact on other slices. It can be seen in this
figure that mMTC slice has a minimum priority to be
served in all cases, and the served traffic for this slice is
in the minimum percentage comparing with other slices.
This behavior is linked to the objective function (i.e.,
maximizing throughput) which gives higher priority to the
slices with higher data rate requirements (i.e., eMBB and
uRLLC slices).

Fig. 7: Served traffic (%) w.r.t the different SLAs imposed
for mMTC slice with R = 10 for C.1

We now analyse the impact of enforcing SLA on the
performance of eMBB and uRLLC slices in C.2. Fig. 8
shows the analysis of enforcing SLA for mMTC slice
and its impact on eMBB and uRLLC slices. As can be
seen in this figure, mMTC slice has the same behavior as
in C.1. This slice has a lower priority (because of lower
data requirements); hence it is considered as the last slice
to allocate resources. For instance, when ωi,j = 15 Gb/s
increasing SLA from 5% to 100% for mMTC slice yields a
reduction of near to 66% for eMBB slice while an increase
up to 95% for mMTC slice. This is mainly because mMTC
slice has a huge overhead and costs in the FH/BH network
while eMBB slice requires more spectrum resources and
has a higher data rate requirement, and uRLLC slice has
no overhead in the FH/BH network. Hence, it leads to a
drop in the eMBB and uRLLC services. That is, a higher

SLA in mMTC slice means rejecting eMBB and uRLLC
slices and, thus less throughput in the network.

From the Fig. 7 and Fig. 8, we observe that SlicedRAN
mitigates the impact of limits of the network (up to 95%
of traffic for mMTC slice) and guarantees on the QoS re-
quirements of those services which have fewer bandwidth
requirements (mMTC services) with a sacrifice on the
other services which have higher bandwidth requirements
(up to 66% of traffic for eMBB services).

Fig. 8: Served traffic (%) w.r.t the different SLAs imposed
for mMTC slice with R = 10 for C.2

VI. CONCLUSIONS

RAN slicing needs to cover two main and significant
aspects namely, performing a dynamic FS of RAN and
creating isolated and efficient slices based on the QoS
requirements. In this paper, we proposed SlicedRAN:
service-aware network slicing framework for 5G RAN,
which creates isolated RAN slices based on the service
requirements with customized FSs per slice on top of
a network composed of a CU, a FH/BH network, and
a set of RRHs. We first formulate a MIP framework,
which maximizes the throughput by jointly selecting the
optimal routing paths from a connected UE to CU, and
FS while satisfying the QoS requirements. We further
provide an effective heuristic method, SlicedRAN, that
computes near-optimal solutions in a short computing time
compared to the optimal one (i.e., MIP). Our framework
considers the bottlenecks in the capacity of RRHs, FH/BH
network capacity along with a minimum level of SLA
for each slice imposed by the different service types.
The broad implication of the present research demon-
strates a strong trade-off between SLA and the FH/BH
network between CU and RRHs which provide a basis
for designing a virtualized network infrastructure with a
cost-efficient FH/BH network whilst guaranteeing SLA of
different slices.
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