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  Resumen del Trabajo (máximo 250 palabras):  

 

Pese a que el síndrome 1q21.1 ha sido descrito clínicamente, sus causas genéticas 

se desconocen. Esta región es altamente repetitiva y por ello requiere tecnologías de 

secuenciación basadas en long reads para poder genotipar a sus pacientes de forma 

precisa. Además, 1q21.1 comprende múltiples duplicaciones segmentarias, tales 

como los dominios Olduvai, asociados con macro- y microcefalia. El primer objetivo 

de este estudio es diseñar un pipeline de detección de variantes estructurales a partir 

de secuenciación con long reads. El proyecto incluye la simulación de genomas con 

diversas variantes estructurales y la simulación de reads de secuenciación que 

permitan validar la aplicación de este pipeline. El segundo objetivo es analizar la 

filogenia de los dominios Olduvai durante la evolución. Los resultados muestran que 

el diseño del pipeline es exitoso y permite la identificación de las variantes 

estructurales simuladas. Este pipeline puede ser mejorado y aplicado a pacientes 

reales. Además, los dominios Olduvai se encuentran altamente conservados en su 



secuencia ancestral, mientras que sufren diversificación de secuencias en regiones 

de duplicación segmentaria. El estudio filogenético indica que los dominios Olduvai 

juegan un rol relevante en diversas especies. En definitiva, este estudio es un enfoque 

introductorio al análisis de variantes estructurales a partir de long reads y también 

permite resaltar la importancia de los dominios Olduvai en la evolución de primates a 

humanos.  

 

 
  Abstract (in English, 250 words or less): 

 

While 1q21.1 syndrome has been described from clinical aspects, the underlaying 

genetic mechanisms remain to be discovered. Due to the repetitive nature of the 

region, patients with this syndrome require long read sequencing strategies for 

accurate mapping of the region. The region is enriched in segmental duplications such 

as Olduvai domains that are associated to the phenotype of macro- and microcephaly. 

The first objective of this study is to design a pipeline for structural variant call in long 

read sequencing data. The project includes structural variant and read simulation for 

pipeline evaluation. The second objective is to analyse the phylogeny of Olduvai 

domains during evolution. The results indicate correct structural variant simulation and 

generation of the reads. The pipeline design is successful in the identification of 

simulated structural variants. Moreover, the evolutionary profile of Olduvai domains 

indicates high conservation in the ancestral copy and posterior diversification of the 

sequence in segmental duplicated regions.  The study constitutes a preliminary 

approach on structural variation identification from long read datasets and highlights 

Olduvai domains as important actors in evolution from primates to humans.  
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1. INTRODUCTION 
 

1.1. Context and justification of the Project   
1.1.1. General description:   

The 1q21 region is a highly repetitive region of the human genome, divided into 3 parts: 

1q21.1, 1q21.2, 1q21.3. Clinical reports on patients with 1q21.1 deletion show increased 

prevalence of microcephaly, whereby 1q21.1 duplication carriers describe macrocephaly 

and Autism Spectrum Disorder features (Bernier et al., 2016; Mefford et al., 2008). 1q21 

region is highly enriched in the Neuroblastoma Breakpoint Family (NBPF) of genes. This 

family contains the so called ‘Olduvai domains’ (also referred as DUF1220 or NBPF 

domains), which show human-specific amplification during evolution (Dumas et al., 2012; 

Popesco et al., 2006).   

Hospital de Sant Joan de Déu contains 9 patients diagnosed with 1q21 microdeletions 

and microcephalic phenotype, and 2 macrocephalic patients who exhibit 1q21 

microduplications. The genome of these patients will be sequenced by PacBio long reads 

technology for a research project in Institut de Biologia Molecular de Barcelona (IBMB-

CSIC).   

The main scope of this project is to develop an analytic pipeline to process the PacBio 

data and assess the specific changes produced in the genome of these patients. Since 

the PacBio data is not available yet, this project will include a sample simulation of the 

patients. As a secondary consideration, the project will study Olduvai domain phylogeny 

across species.   

 

1.1.2. Justification of the work:   

On the one hand, the lack of cost-effective high-throughput techniques has limited the 

study of 1q21.1 in the past. Recent studies have identified novel candidates in this region 

as potentially implicated genes in brain development, such as NOTCH2NL genes 

(Lodewijk et al., 2020). In addition, other papers show the importance of structural 

variants in human-specific brain development (Florio et al., 2015). Thereby, the study of 

1q21 region constitutes an interesting topic for evolutionary, clinical and biological fields.  

On the other hand, the biomedical field requires multidisciplinary expertise to produce 

experimental data, analyse this data and provide it with biological and clinical 

significance. For instance, sequencing technologies produce big amounts of information 

which need to be processed accurately. In this sense, this project aims to produce a 



simple and effective tool to process and assemble PacBio sequencing data from Whole 

Genome Sequencing of 1q21 patients. This project will allow to perform a robust 

assembly of the genome of the patients in the future. In addition, Olduvai domain 

phylogeny can provide additional knowledge on the evolutionary history of this region. 

Overall, the genetic characterisation of the patients constitutes a useful source of 

information for clinical, biological and evolutionary characterisation.   

 

1.2. Objectives  
1.2.1. General objectives: 

A. To develop an analytic pipeline for PacBio data analysis of sample patients.  

B. To analyse the phylogeny of Olduvai domains among multiple species.   

 

1.2.2. Specific objectives:   
A. To develop an analytic pipeline for PacBio data analysis of sample patients.  

a. To simulate patient genomes with SV regions and generate derived 

PacBio reads  

b. To develop the bioinformatic pipeline for PacBio data analysis.  

B. To analyse the phylogeny of Olduvai domains among multiple species.   

a. To align Olduvai sequences from different species  

b. To create a phylogenetic tree 

 

1.3. Strategy and Methodology  

The first objective of our project is to develop a set of useful analytic tools to detect 

different SV in the genome of our patients after PacBio sequencing. The creation of this 

pipeline is limited by the fact that genome sequencing of the patients is still in process.  

Therefore, the best strategy is to simulate the genomes of the patients and simulate 

derived PacBio reads from these genomes. This approach will allow (1) to have data for 

the analysis and (2) to test the efficiency of our method.   

Data simulation is a popular strategy to benchmark computational methods, which 

provides a big number of data and a controlled environment with predefined parameters  

(Escalona et al., 2016). Multiple software for long-read data simulation have been 

developed, such as PBSIM2, PaSS or SimLoRD (Ono et al., 2020; Stöcker et al., 2016; 

Zhang et al., 2019). In addition, other programmes like SVEngine have focused on 

simulating data with embedded structural variations (Xia et al., 2018). However, for our 

project we plan to use SVGen, a simulation tool that exhibits a wide range of options for 



single nucleotide variations, structural variations, and it is able to produce PacBio-

derived long read datasets (LA Lima, H Yang, C Dong, n.d.). 

Data simulation is followed by genome assembly. Long read assembly programs are 

different from their short-read counterparts because they must adapt to the increased 

read length and error rate. Assembly approaches can be divided into three methods - 

hybrid, direct and hierarchical – depending on the number of rounds of read alignment 

and dependence on complementary information (Koren et al., 2017).  

For our analysis, the best strategy is the hierarchical method, which does not require a 

secondary technology and uses multiple rounds of read overlapping and correction.  

Likewise, the software to use is Canu, a sequence assembler that creates complete 

eukaryotic assemblies from PacBio and Nanopore sequencing (Miga et al., 2020).  As a 

final step, the resulting contigs will be annotated using MAKER (Cantarel et al., 2008). 

This software annotates and masks repetitive elements in the genome. It basically uses 

two methods: ab initio gene prediction and alignment with ribonucleic acid and protein 

datasets. This methods result in the identification of our sequences in the human genome 

(Campbell et al., 2014).   

The second objective of our project is to describe Olduvai domain sequence evolution 

across species. In order to assess sequence similarity, the best approach is to use is 

multiple sequence alignment between Olduvai sequences. Multiple Sequence Alignment 

(MSA) is generally the alignment of three or more biological sequences (protein or 

nucleic acid) of similar length. From the output, homology can be inferred and the 

evolutionary relationships between the sequences are obtained. There are several 

sequence alignment methods for multiple sequences, which are suitable for different 

types of sequences (i.e., Clustal Omega, Kalign, MAFFT) (Chenna et al., 2003). The 

software MUSCLE (multiple sequence comparison by log-expectation) is an accurate, 

fast tool for medium-size protein sequences. Thereby, MUSCLE will be appropriate for 

our alignment (Edgar, 2004). The protein sequences will be retrieved from Uniprot 

(Consortium, 2019).   

Finally, a phylogenetic tree can decipher the molecular evolution of Olduvai domains.  

Maximum likelihood phylogenies provide the most successful advances in tree building 

methods but require big computational power. However, the heuristic of PHYML software 

implements fast and simple estimations of maximum likelihood phylogenies that can be 

performed in a standard personal computer. Thus, PHYML will be applied in our project 

(Guindon et al., 2005).   

 



1.4. Work Planification 

The development of the project is divided in 7 PECs, which are the different assignments 

that are done between September the 16th, 2020 and January the 20th, 2021.  

- PEC0: Definition of the project.  The topic of the project and the strategy to follow 

were defined.   

- PEC1: Work plan. Justification of the project, declaration of general and specific 

objectives and timeline planification. 

- PEC2: Development of the project I. Objective one was produced, which includes 

all the phylogenetic analysis. Objective 2 was started by producing the structural 

variant simulation.  

- PEC3: Development of the project I. Read simulation and the development of the 

pipeline were created (Objective 2).  

- PEC4: Memory writing. Graphs and figures were created. The memory was 

written.    

- PEC5a: Virtual presentation. The virtual presentation will explain the objectives, 

methodology and results of this project. The presentation will be created and 

recorded in Power Point.  

- PEC5b: Public Defense. The defense is prepared and questions or comments 

from the tribunal are answered.  

 

The computational resources used in this project include a Windows 10 personal 

computer with 16 GB of memory. Since the analytic pipeline requires increased 

computational power and a Linux environment, Google Cloud Compute Engine was 

required. A n1-highmem-4 Ubuntu, 20.04 LTS virtual machine was created, with 4 vCPUs 

and 26 GB of memory. This environment required 300 $ of computational power that 

were provided for free to the newly created user.  

 

 

 

 

 

 

 



The planification of the project was adjusted to PECs deadlines and it can be visualized 

in a Gantt diagram as follows:  

 

Table 1. Gantt diagram with the TFM planification 

 

1.4.1.  Milestones  

The following milestones represent the crucial parts of the project that need to be done 

in order to achieve our objectives. Each landmark is important to develop the next one.  

Consequently, a delay in one milestone can affect the timeline of the next parts of the 

project. The following work plan can be useful to pace the rhythm of the project:   

Objective 1:   

- MS1. Sample simulation  

- MS2. Canu assembly  

- MS3. MAKER annotation  

- MS4. Evaluation of the model   

 

Objective 2:   

- MS1. MUSCLE alignment  

- MS2. Phylogenetic tree building   

 

 

 



1.4.2. Risk analysis   

On the first place, common problems when using different software is to download and 

install them properly. This process can produce errors or incompatibilities that require 

time to be solved.   

On the second place, programming skills can also be a limiting factor to produce results. 

Since my profile is not enriched in informatics background, the project can experience 

difficulties to apply the software.   

Finally, the available computing power can also be a problem for statistical analysis, 

alignments or the use of some of the software. This problem could be solved by 

implementing a computing cloud.   

 

1.5. Summary of the products  
 

1.5.1. Work plan: 

This document includes a justification of the reasons to perform this project. It also 

includes the objectives and work planification of the process.  

1.5.2. Report:  

The final report constitutes the most complete document of the project, that will include 

a state-of-the-art of the subject, the objectives, methods of the project and finally the 

results and conclusions found.   

1.5.3. Resulting product:  

The resulting product of this project will include the report with the detailed information 

on the work done, as well as a useful pipeline to analyse PacBio sequencing data.   

1.5.4. Virtual presentation:  

The virtual presentation of this project will explain the highlights of the project in a clear, 

concise and brief manner.  

1.5.5. Self-assessment:  

The self-assessment will be a useful tool to explain the development of the project and 

evaluate different aspects from a personal point of view.   

 

 



1.6. Description of other chapters of the memory 

The memory will include the following parts:  

1.6.1. Introduction: 

Description of 1q21.1 syndrome, the application of long-read sequencing in structural 

variant detection and the contribution of Olduvai domains to the disease.  

1.6.2. Materials and Methods:  

Concise explanation of the methods used for structural variant and read simulation, 

design of the pipeline and methods applied for Olduvai phylogenetic studies.  

1.6.3. Results:  

Description of the results obtained from the application of the methods. 

1.6.4. Discussion:  

Comments on the general meaning of the results obtained and description of the 

limitations and possible improvements.  

1.6.5. Conclusions:  

Analysis of the retrieved from the study and fulfilment of the objectives.  

1.6.6. Bibliography:  

List of resources consulted in this project.  

 

 

 

  



2. PROJECT MEMORY  
 

Introduction 
 

In 1953, Linus Pauling published its famous article “A Proposed Structure for the Nucleic 

Acids” in the Proceeding of the National Academy of Sciences. The article proposed a 

model of deoxyribonucleic acid (DNA) structure composed of a tripe helix. Even though 

this theory was incorrect, it was essential to inspire Watson and Crick to the discovery of 

the double helix DNA structure. By going back in history, we realize that science is made 

up of big mistakes like this one. The story that I will describe in this report is also filled 

with mistakes that eventually can lead one to find the right answer. Without further delay, 

I invite the readers to enjoy the beautiful story of sequencing. 

 

A brief history of sequencing  
In the 1950s, Watson and Crick revolutionized science with the discovery of the structure 

of DNA (Watson & Crick, 1953). As the double helix DNA was deciphered, its sequence 

was still a mystery to science. The research study of this project involves sequencing 

techniques. For this purpose, this report will firstly describe the evolution of sequencing 

methods along history. 

In 1977, Alan Coulson and Frederick Sanger implemented a sequencing protocol that 

would change biology forever. Their method was based on a Polymerase Chain Reaction 

(PCR) that incorporated both usual nucleotides and radiolabelled dideoxynucleotides 

(ddNTPs), which lack the 3’ hydroxyl group and produce a stop in elongation. PCR 

fragments were separated by gel electrophoresis and allowed the reconstruction of the 

sequence by radio signals, leading to the development of the now widely known Sanger 

method. Since then, the Sanger method has been improved by using fluorescent 

ddNTPs and capillary-based electrophoresis, and it is still used for small-scale 

sequencing experiments (Giani et al., 2020; Heather & Chain, 2016; Kumar et al., 2019; 

Mardis, 2007). While Sanger sequencing is considered the first sequencing method, it is 

limited for the study of large DNA sequences.  

In parallel to the discovery of radio- and fluorescently labelled dNTPs, researchers 

developed a luminescent method based on pyro-phosphate synthesis. This method is 

based on the production of pyrophosphate by the addition of each type of dNTP during 

chain elongation. Pyrophosphate is converted into adenosine triphosphate (ATP) by ATP 



sulfurylase, and ATP is substrate for luciferase, thus producing light proportional to the 

amount of pyrophosphate. Since then, other high-throughput techniques were 

developed, giving rise to Next Generation Sequencing (NGS) technologies, also known 

as Second Generation Sequencing (SGS). NGS have produced a paradigm shift by 

allowing huge amounts of DNA to be sequenced in a really short time. Nowadays, 

Illumina technology stands as the main representative of the NGS methods. It can 

sequence billions of reads of about 300 base-pair (bp) from different kind of genomes in 

a short time (Heather & Chain, 2016; Logsdon et al., 2020).  

As a result of this explosion of techniques, the genomes of many species have been 

sequenced, starting by a virus called phiX174 in 1977 to the first completed human 

genome sequence in 2003 (Giani et al., 2020; Heather & Chain, 2016; Kumar et al., 

2019; Mardis, 2007). 

 

Figure 1. Sequencing milestones. (A) Diagram of Sanger sequencing method. Addition of 

dideoxynucleotides in a regular PCR stops its elongation and results in multiple fragments of the sequence 

with a tag in the last nucleotide. Fragments are separated by gel electrophoresis and the sequence is 

retrieved by reading the tags in each position. (B) Main steps in Illumina SGS. SGS relies on the creation of 

a library of DNA fragments that are surrounded by adapter sequences. The fragments are bounded on flow 

cell microwells and amplified by PCR which generates clusters of clonal sequences. Finally, modified 

nucleotides are added with DNA polymerase and primers. Each nucleotide is blocked by a 3′-O-azidomethyl 

group and is labelled with a base-specific (thus blocking nucleotide incorporation) and a cleavable 

fluorophore. Nucleotide incorporation generates specific fluorescence in each cycle that it is recorded to 

reconstruct the nucleotide sequence. (C) Timeline of major sequencing achievements. Pictures adapted 

from (Giani et al., 2020; Goodwin et al., 2016).   



Third Generation Sequencing came to stay  
While Next Generation Sequencing technologies are extremely powerful, they also have 

some limitations. One major drawback is their short reads. Complex genomes usually 

contain repetitive sequences that are bigger than the reads, which may lead to 

misassemblies and gaps in the sequence. That is the reason why some genomes are 

fragmented into hundreds or thousands of contigs, which are assemblies of the reads by 

overlapping regions. In addition, short reads do not allow to accurately detect structural 

variants (SVs) or have limited capacity to discriminate alleles from their respective 

homolog (Giani et al., 2020; Midha et al., 2019). Structural Variants are defined as 

deletions, insertions, duplications and inversions of more than 50 base pairs (bp) among 

human genomes (Ho et al., 2020).  

Obviously, the solution to short read sequencing has emerged with long read sequencing 

technologies, regarded as the Third Generation Sequencing (TGS). The two 

representatives of TGS are single-molecule real-time (SMRT) by Pacific Biosciences 

(PacBio) and Nanopore sequencing by Oxford Nanopore Technologies. They differ in 

their chemistry and sequence detection approaches, which influence their read length, 

base accuracies and throughput (Logsdon et al., 2020).  

In this report we will focus on the PacBio strategy. PacBio SMRT sequencing technology 

uses a circular DNA molecule - SMRTbell - composed of a double-stranded DNA insert 

molecule which is flanked with single-stranded DNA adapters. The SMRTbell is loaded 

on a SMRT Cell, which contains up to 8 million nanophotonic devices for sequencing, 

called zero-mode waveguides. During the sequencing process, the polymerase (found 

at the bottom of the well) incorporates fluorescently labelled deoxynucleoside 

triphosphates into the template. In each incorporation, a laser excites the fluorophore, 

and a camera records the colour and duration of the emission (Heather & Chain, 2016; 

Kumar et al., 2019; Logsdon et al., 2020; Midha et al., 2019; van Dijk et al., 2018).  

PacBio can generate continuous long reads (CLRs) or high fidelity (HiFi) reads. CLRs 

can be larger than 30 kb but they contain around 10% of error rate, since the polymerase 

often can complete only one or a few passes around the template. HiFi reads are larger 

than 10 kb, which is shorter than CLRs, but are highly accurate (more than 99%) because 

they allow the polymerase to make several passes around the template, producing a 

circular consensus sequence (CCSs) (Logsdon et al., 2020).  

Despite the different features of each procedure, the multiple developed sequencing 

strategies make step forward in the understanding of our genomes. A recent study 

comparing the Illumina and PacBio technologies concluded that PacBio can detect 47% 



of the deletions and nearly 78% of insertions that were missed by Illumina (Chaisson et 

al., 2019). Third Generation Sequencing, by increasing the read length, has reduced the 

number of contigs and the number of gaps in the assembly (van Dijk et al., 2018). In 

conclusion, long read sequencing technologies such as PacBio or Oxford Nanopore 

Technologies are likely to become future benchmark sequencing tools in research and 

diagnostic platforms (Logsdon et al., 2020; van Dijk et al., 2018).  

 

 

Figure 2. Overview of PacBio sequencing method. (A)  PacBio template topology and flow cell view. (B) 

Comparison of the CLR and CCS sequencing methods. CCS method performs multiple passes through the 

same region, resulting in higher base accuracy (Logsdon et al., 2020).  

 

SVs contribution to human disease 
The use of long-read sequencing platforms has enhanced the study of the role of SVs in 

human biology with contributions to disease, evolution and population diversity (Ho et 

al., 2020).  

A well-known example in the field of neurobiology is the gene ARHGAP11B. This gene 

araises from a partial duplication of its ancestral gene ARHGAP11A and plays a key role 

in neocortex expansion by amplification of basal progenitors (Heide et al., 2020). In 

addition, SVs have been associated with many diseases, including intellectual disability, 

autism spectrum disorders, congenital heart disease, schizophrenia and congenital limb 

malformation (Spielmann et al., 2018).  

The genomes of the great apes are embedded in segmental duplications, defined as 

duplications of a DNA fragment of high homology along the genome. Recent sequencing 



studies have allowed to decipher the genomic regions prone to segmental duplications 

specific to human, which highlight 6 genomic hotspots prone to recurrent Copy Number 

Variation  associated to developmental delay (Dennis et al., 2017). Owing to the new 

long-read sequencing technologies, such regions are now amenable to study and will 

enable us to gain insights into their function in the coming years.  

 

1q21.1 syndrome 
The region 1q21.1 is one of the six hotspot regions whose copy number variation is 

associated to developmental delay (Dennis et al., 2017). Pathological phenotypes under 

its deletion or duplication have been described multiple times and give rise to the 1q21.1 

syndrome. Clinical reports on patients with 1q21.1 deletion present multiorganic 

symptoms, which include dysmorphic facial features, eye abnormalities, intellectual 

disability and developmental delay. In addition, patients with 1q21.1 duplication exhibit 

dysmorphic facial features, cardiac abnormalities, autistic features and developmental 

delay. Clinical reports have shown considerable phenotypic expression variability and 

incomplete penetrance (Bernier et al., 2016).  

However, the striking phenotype that these patients share is the abnormal size of the 

head. While 1q21.1 deletion carriers are microcephalic (have reduced head size), 1q21.1 

duplication patients exhibit macrocephaly (have increase in head size). In addition, 

deletion cases have been associated to schizophrenia, while duplication cases 

frequently present Autism Spectrum Disorder features (Bernier et al., 2016; Mefford et 

al., 2008). Due to the phenotype described above, 1q21.1 Copy Number Variants could 

be considered as “sister disorders” based on their tendency to exhibit diametrically 

opposite phenotypes and be caused by duplications versus deletions of the same 

genomic sequences (Crespi et al., 2009).  

The 1q21.1 syndrome-associated phenotype is restricted to the distal part of 1q21.1 

region (Mefford et al., 2008). Deletions in the proximal 1q21.1 area have been associated 

to the thrombocytopenia absent radius syndrome, characterized by reduction in the 

number of platelets and absence of the radius (Albers et al., 2012). Overall, 1q21.1 

syndrome presents a specific phenotype that can be differentiated from other diseases 

that include the adjacent region.  

The clinical description of this syndrome is extensive, but the genetic mechanisms that 

might cause this phenotype remain to be elucidated. Some studies highlight NOTCH2NL 

genes, found in the border of 1q21.1, as putative candidates to explain the micro- and 

macrocephalic traits. NOTCH2NL genes are highly expressed in radial glial cells and 



seem to play a role in human brain evolution by delaying cortical neuron differentiation 

in the early human lineage (Fiddes et al., 2018). However, the 1q21.1 region is highly 

enriched in genes with copy number variants that are putative candidates to cause 

1q21.1 syndrome. Defining the genetic changes that produce this phenotype can help to 

understand the disease. 

 

NBPF genes: putative cause of 1q21.1 syndrome 
The 1q21 region is highly enriched in the Neuroblastoma Breakpoint Family (NBPF) of 

genes, which consist of 22 genes mainly distributed along chromosome 1. The name of 

the family arises from a neuroblastoma patient which contained a translocation in 1p36 

which was truncating NBPF1 gene (Laureys et al., 1990). NBPF genes contain numerous 

repetitive elements and show high intergenic and intragenic sequence identity, both in 

coding and noncoding regions. These genes have suffered an exponential expansion 

from non-human primates to humans, indicating a possible role in the evolution of 

primates (Vandepoele et al., 2005).  

One study suggested that NBPF genes have evolved jointly with NOTCH2NL genes and 

display a coordinated function (Fiddes et al., 2019). Despite that, the molecular function 

of NBPF genes has not been described yet. Some articles suggest high expression 

levels in fetal brain, fetal sympathetic ganglia and particularly in radial glial cells of the 

developing telencephalon (Diskin et al., 2009; Fiddes et al., 2019). Other articles 

describe the interaction between NBPF proteins and Chibby, a repressor of the Wnt 

signalling pathway (Vandepoele et al., 2010), tumor suppressive functions of NBPF1 

protein (Andries et al., 2015) or even a possible roles as transcription factors (Zhou et 

al., 2013). Thus, there is no consensus of the function of NBPF genes.  

Interestingly, the NBPF family of genes is characterized by the presence of double-exon 

tandem repeats, known as Olduvai domains (also referred as DUF1220 or NBPF 

domains). The name Olduvai refers to the Olduvai Gorge, a source of major 

anthropological discoveries in East Africa (Sikela & van Roy, 2018). Olduvai domains 

have been divided into six superclades: CON1/2/3 and HLS1/2/3, depending on their 

conservation within the primate order and the position order within each gene (O’Bleness 

et al., 2012). These domains have shown human-specific amplification during evolution, 

ranging from a single copy in mice, 4 copies in dolphins, 35 in macaques, 99 in gorillas, 

125 in chimps up to 272 copies in humans (Dumas et al., 2012; Popesco et al., 2006). 

Some studies have shown that Olduvai copy number is linearly correlated with increasing 

cognitive function and brain volume (Davis et al., 2015). Concomitantly, experimental 



studies have shown an increase in human neural stem cell proliferation under NBPF 

genes transfection (Keeney et al., 2015). In short, Olduvai domain expansion represent 

a potential genetic mechanism to enhance volume brain expansion during evolution.  

Likewise, the evolutionary source of Olduvai domains in NBPF genes is found in 1q21.2, 

inside the gene of PDE4DIP as a single copy. PDE4DIP gene comes from duplication of 

the ancestral CDK5RAP2, which is a known gene causing microcephaly (Wang et al., 

2014). Overall, it seems that Olduvai domains inside of NBPF genes are good candidates 

in the study of 1q21.1 syndrome.  

 

Figure 3. Locus 1q21.1. (A) Scheme representing 1q21.1 syndrome effect in head size. 1q21.1 deletions 

and duplications produce micro- and acrocephaly, respectively. (B) The protein myomegalin (PDE4DIP 

gene) contains a single ancestral Olduvai domain. NBPF genes contain tandem repeat amplification of 

Olduvai domains. The domains are extensively expanded in humans and can be divided into CON1/2/3 and 

HLS1/2/3 clades (O’Bleness et al., 2012).  

 
Research proposal  
The 1q21.1 region seems to be involved in human-specific brain expansion and 

constitutes an interesting topic for evolutionary, clinical and biological fields. Due to its 

repetitive nature, 1q21.1 has been difficult to sequence, and remained incorrectly 

mapped until the last reference genome assembly (GRCh38.p13) (Steinberg et al., 

2014). As a result, the genes related to 1q21.1 syndrome have not been identified yet. 

Hospital de Sant Joan de Déu counts for 8 patients diagnosed with 1q21 microdeletions 

and microcephalic phenotype, and 2 macrocephalic patients who exhibit 1q21 

microduplications. They were diagnosed by a microarray chip, which does not allow to 

distinguish accurately which changes have been produced within the region. In order to 



identify the specific genes associated to the phenotype, deep sequencing of the patient 

genomes is required. 1q21 regions are not correctly assembled by Illumina technologies 

and require long-read strategies such as PacBio to efficiently map this region. Nowadays 

there is a project focused on 1q21.1 syndrome that is preparing the samples for PacBio 

sequencing.  

In addition, the ancestral copy of Olduvai domains is found on the 1q21.2 region, placed 

in the PDE4DIP gene (Popesco et al., 2006). However, there is no evidence of sequence 

changes inside of the ancestral Olduvai domain among primates. 

  



Objectives  
 

The objectives of this project and their sub-objectives are described as follows: 

1. To develop an analytic pipeline for PacBio data analysis of sample patients 

a. To simulate patient genomes with SV regions and generate derived 

PacBio reads 

b. To develop the bioinformatic pipeline for PacBio data analysis 

 

2. To analyse the phylogeny of Olduvai domains among multiple species 

a. To align Olduvai sequences from different species 

b. To create a phylogenetic tree 

 

The first objective aims to develop a pipeline of analysis for PacBio derived data in order 

to identify possible structural variants in the genome of the patients. Since the PacBio 

data is not available yet, we will generate simulated data that we can use to test our 

pipeline.  

The second objective aims to assess the differences between Olduvai domains in 

multiple species. This analysis will be useful to understand the evolutionary function of 

Olduvai domains. For that purpose, we will aim to generate an alignment of the different 

proteins and the creation of phylogenetic trees.  

 

  



Materials and Methods 
 

Part 1: SV-calling pipeline 
The creation of the genomes and the entire sequencing pipeline was performed with 

Google Cloud Compute Engine. A n1-highmem-4 Ubuntu, 20.04 LTS virtual machine 

was created, with 4 vCPUs and 26 GB memory. Software installation is described in 

(Sup. Information).  

 

Simulation of Genomes with SVs 
Genomes of simulated patients were induced by using the hg38 reference genome as a 

template. SVs include deletions, duplications, inversions and unbalanced translocations 

along chromosome 1. As an exception, unbalanced translocations were produced 

between chromosome 1 and another chromosome. This task was performed by SVGen. 

SVGen is an Open-Source software with an extensive range of options to simulate SVs 

of various types and to create derived short and long-reads 

[https://github.com/WGLab/SVGen]. Firstly, SVGen created a table file with 40 

coordinates with the corresponding type of SV.   

 

python simulate_SV_BED.py \ 
    --dup_lens SV_lengths.txt \ 

    --del_lens SV_lengths.txt \ 

    --inv_lens SV_lengths.txt \ 

    --unb_trans_lens SV_lengths.txt \ 

    --chroms 1 \ 

    --chrom_lens reference/chrom_lengths_hg38.txt \ 

    --gaps reference/gaps_hg38.txt \ 

    -o SV_simulation_indel_invtrans.bed 

 

Box 1. SVGen command for generation of a table with SV coordinates and types of SVs.  

 

 

counter=0; cat SV_simulation_indel_invtrans.bed | while read LINE; do 
((counter++)); echo $LINE > "patient$counter.bed"; done 

 

Box 2. Separation of the different SV coordinates of each line in a separate file. The code creates 40 files, 

one for each patient. 



for i in {1..40}; do python2 insert_SVs.py -i reference/hg38/chr1.fa -o 
patient$i.fa --chrom_lens reference/chrom_lengths_hg38.txt --chrom 1 --bed 
patient$i.bed -v; done 

 

Box 3. Command to introduce SVs into the reference genome of each patient, generating 40 FASTA files.   

 

Genomes visualisation 
In order to ensure that the SVs were correctly inserted into the reference genome, the 

MUMmer software was applied for the visualisation of the sequences in Dot plots. 

MUMmer is an open-source software package for the rapid alignment of very large DNA 

and amino acid sequences. It contains a wide range of utilities for aligning sequences 

and creating plots (Kurtz et al., 2004). In the first place, we applied the function NUCmer 

to produce an alignment of each patient chr1 genome vs hg38 reference genome. Later, 

the function delta-filter was applied to exclude small non-specific alignments to the 

sequence. Finally, we applied mummerplot for generating the dot plot for each patient.   

 

nohup bash -c 'for i in {1..40}; do ./nucmer --prefix patient1 
/home/pebbmc/SVGen/reference/hg38/chr1.fa /home/pebbmc/SVGen/patient$i.fa; 
done' & 

nohup bash -c 'for i in {1..40}; do ./delta-filter -q -r patient$i.delta > 
patient$i.filter; done' & 

./mummerplot --prefix patientx -x "[coord1:coord2]" -y "[coord1:coord2]" 
patientx.filter 

 

Box 4. Command for patient sequence alignment against thè reference sequence. Posterior filtering and 

plotting.  

 

In addition to mummerplot, an R script was also applied for the generation of the dot 

plots. The code has been adapted from R functions that are described in Hippocamplus, 

a blog with some useful Bioinformatic procedures.  

[https://jmonlong.github.io/Hippocamplus/2017/09/19/mummerplots-with-ggplot2/] 

 

x<-c("dplyr", "magrittr", "GenomicRanges", "knitr","ggplot2","tidyr") 

library(x)  

 

Box 5. R packages for dot plot generation. 
 

 

 



 

readDelta <- function(deltafile){ 

  lines = scan(deltafile, 'a', sep='\n', quiet=TRUE) 

  lines = lines[-1] 

  lines.l = strsplit(lines, ' ') 

  lines.len = lapply(lines.l, length) %>% as.numeric 

  lines.l = lines.l[lines.len != 1] 

  lines.len = lines.len[lines.len != 1] 

  head.pos = which(lines.len == 4) 

  head.id = rep(head.pos, c(head.pos[-1], length(lines.l)+1)-head.pos) 

  mat = matrix(as.numeric(unlist(lines.l[lines.len==7])), 7) 

  res = as.data.frame(t(mat[1:5,])) 

  colnames(res) = c('rs','re','qs','qe','error') 

  res$qid = unlist(lapply(lines.l[head.id[lines.len==7]], '[', 2)) 

  res$rid = unlist(lapply(lines.l[head.id[lines.len==7]], '[', 1)) %>% 

gsub('^>', '', .) 

  res$strand = ifelse(res$qe-res$qs > 0, '+', '-') 

  res 

} 

mumgp = readDelta("mumplot-example.delta") 

 

 
Box 6. Command function for reading the files.  

 

 
filterMum <- function(df, minl=500, flanks=1e4){ 

    coord = df %>% filter(abs(re-rs)>minl) %>% group_by(qid, rid) %>% 

        summarize(qsL=min(qs)-flanks, qeL=max(qe)+flanks, rs=median(rs)) %>% 

        ungroup %>% arrange(desc(rs)) %>% 

        mutate(qid=factor(qid, levels=unique(qid))) %>% select(-rs) 

    merge(df, coord) %>% filter(qs>qsL, qe<qeL) %>% 

        mutate(qid=factor(qid, levels=levels(coord$qid))) %>% select(-qsL, -

qeL) 

} 

mumgp.filt = filterMum(mumgp, minl=1e4) 

 

Box 7. Filtering function for alignments smaller than 500 base pairs.  

 

 

 

 

 
 

 

 



 

ggplot(mumgp.filt, aes(x=rs, xend=re, y=qs, yend=qe, colour=strand)) +  

  geom_segment(size=2) + geom_point(alpha=10) +  

  facet_grid(qid~., scales='free', space='free', switch='y') + 

  theme_bw() +  

  theme(strip.text.y=element_text(angle=180, size=5), 

legend.position=c(.99,.01), legend.justification=c(1,0), 

strip.background=element_blank(),axis.text.y=element_blank(), 

axis.ticks.y=element_blank()) + 

  xlab('Reference sequence') + ylab('Assembly') +  

  scale_colour_brewer(palette='Set1') +  

  coord_cartesian("xlim" = c(Axis), ylim = c(Axis))  + 

  ggtitle("Title") 

 

Box 8. Command of ggplot function for generating the dot plot. Both axis limits were set around the SV 

region in each patient.  

 

Simulation of PacBio reads  
Reads were created with wgsim software. Wgsim is a tool for simulating sequence reads 

from a reference genome. It can simulate diploid genomes with single nucleotide 

polymorfisms and insertion/deletion polymorphisms and simulate reads with uniform 

substitution sequencing errors [https://github.com/lh3/wgsim/]. Wgsim was applied to 

generate reads from the simulated genomes created before. The software required the 

following parameters: coverage (15), mean length (11 000 base pairs), genome size (243 

000 000) and read number (331 364). The read number was retrieved by calculating the 

following formula: 

Coverage = (read number * mean length) / genome size 

Since the intention was to simulate reads from PacBio HiFi technology, we stablished 

read length as 11 000, error ratio as 0.01 (which accounts for the base call error in HiFi) 

and mutation ratio 0.001 (which creates mutations in the reads).   

 

nohup bash -c 'for i in {1..40}; do ./wgsim -N331364 -111000 -d0 -S11 - e0.01 

-r0.001 /home/pebbmc/SVGen/patient$i.fa patient$i.fq /dev/null; done' & 

 

Box 9. Command for generation of wgsim reads.  



The reads were posteriorly analysed in terms of number, length and quality. The number 

of reads in each file was obtained by counting the number of lines of each FASTQ file. 

Since every read takes 4 lines, the number of lines obtained was divided into 4. The read 

length distribution was obtained by counting the read length in each read of the files of 

the patients and creating a table of length frequencies. The distribution was visualized 

by an R plot.  

 

for i in {1..40}; do cat patient$i.fq | wc -l; done 

 

Box 10. Command to retrieve the number of lines in each FASTQ file.  

 

cat patient1.fq | awk '{if(NR%4==2) print length($1)}' | sort -n | uniq -c > 

read_length1.txt  

 

Box 11. Command for obtention of read length distribution 

 

reads<-read.csv(file="read_length1.txt", sep="", header=FALSE) library(ggplot2)  

ggplot(reads, aes(V2, V1)) + geom_bar(stat="identity") + ggtitle("Read Length 

distribution") + coord_cartesian(xlim = c(10990, 11010)) + xlab("Read length") 

+ ylab("Number of reads") 

 

Box 12. Command for read length distribution plot in R.  

 

Read Mapping 
Long read strategies are known to produce the lowest amount of contigs after assembly, 

which facilitates their annotation and analysis. In our case, we applied hiCanu for 

assembly of the reads. Canu is a fork of the Celera Assembler, designed for high noise 

single molecule sequencing. hiCanu is a part of this software that is applied specifically 

to HiFi reads (Nurk et al., 2020).  

 

nohup bash -c './canu -p asm -d patient1_hifi genomeSize=243m -pacbiohifi 

/home/pebbmc/wgsim/patient1.fq' & 

Box 13. Canu command for read assembly.  



However, this option was computationally expensive for the analysis of 40 patients, given 

our limited memory resources. An alternative option to the assembly is to map the reads 

to a reference genome with pbmm2. pbmm2 is a SMRT C++ wrapper for minimap2's C 

API. Its purpose is to support native PacBio in- and output, provide sets of recommended 

parameters, generate sorted output on-the-fly, and postprocess alignments 

(Biosciences, n.d.). The use of this software included two steps: the creation of an index 

for the reference genome to use and read alignment against the reference.  

 

./pbmm2 index /home/pebbmc/SVGen/reference/hg38/chr1.fa chr1.mmi  

 

Box 14. Command for alignment indexing. 

 

nohup bash -c 'for i in {1..40}; do ./pbmm2 align chr1.mmi --sort 

/home/pebbmc/wgsim/patient$i.fq pbmm2.patient$i.bam; done' & 

 

Box 15. Command for mapping procedure. 

 

Call of Structural Variants  
Read alignment was followed by call of SVs in the sequence. Pbsv is a suite of tools to 

call and analyse structural variants in haploid and diploid genomes from PacBio single 

molecule real-time sequencing (SMRT) reads. The algorithm pbsv calls insertions, 

deletions, inversions, duplications, and translocations.  

[https://github.com/PacificBiosciences/pbsv] 

Pbsv was applied to the BAM file alignments for SV identification. Pbsv workflow included 

the discovery of signatures of structural variation, call of structural variants and 

assignment of genotypes.  

 

nohup bash -c 'for i in {1..40}; do ./pbsv discover pbmm2.patient$i.bam 

patient$i.svsig.gz; done' &  

 

Box 16. Command for signature discovery.  

 



nohup bash -c 'for i in {1..40}; do ./pbsv call 

/home/pebbmc/SVGen/reference/hg38/chr1.fa patient$i.svsig.gz patient$i.vcf; 

done' & 

Box 17. Command for structural variant call.  

 

Pbsv produced a .VCF file with the coordinates of SVs detected. Imprecise variants were 

excluded from the list for better interpretation and saved in a .txt file and .vcf file.  

 

nohup bash -c 'for i in {1..40}; do sed “/IMPRECISE;/d” patient$i.vcf > 

patient_noimp$i.txt; done' & 

nohup bash -c 'for i in {1..40}; do sed “/IMPRECISE;/d” patient$i.vcf > 

patient_noimp$i.vcf; done' & 

Box 18. Commands for VCF file filtering.  

 

SVs visualisation 
.BAM, .BAM.BAI (index) and .VCF filtered files were exported for visualisation. SV 

performance was checked in Integrative Genomics Viewer (IGV). IGV is a high-

performance, interactive tool for the visual exploration of genomic data (Robinson et al., 

2011). From IGV platform [https://igv.org/app/], Human GRCh38/hg38 genome was 

selected for visualisation, followed by chr1 option. The three previously exported files 

were loaded for each patient. Chromosome coordinates were adjusted to the SVs 

detected in the .VCF file. 

 

 

 

 

 

 

 

 

 

 



Part 2: Olduvai domain phylogeny 

Selected species and sequence retrieval  
The selected organisms in this study were species that belong to the same phylum 

(chrodata) and class (Mammalia). There were also three outgroup species. The outgroup 

is defined as a distant group of organisms that serves as a point of comparison for the 

ingroup and specifically allows for the phylogeny to be rooted. While the outgrup species 

belonged to the same phylum, they were part of a different class (Amphibia and Aves).  

The Olduvai domain of each specie was retrieved from Uniprot (Consortium, 2019) by 

searching the label “Families and Domains” of the corresponding myomegalin protein 

(Table 1). We also seek to include the Neanderthal sequence of the Olduvai domain in 

myomegalin from The Neanderthal Genome Project, based at the department of 

Evolutionary Genetics at the Max Planck Institute for Evolutionary Anthropology in 

collaboration with the Neandertal Genome Consortium (Prüfer et al., 2014). However, 

the Neanderthal genome was finally excluded from the analysis, for two reasons: (1) The 

Neanderthal Genome exhibits low sequencing coverage and (2) DNA or protein 

consensus sequences are not available to export, but only mapped reads are available 

to display. 

 

Table 2. List of species used in the phylogenetic analysis. 

 



MUSCLE Alignment  
MUSCLE (MUltiple Sequence Comparison by Log- Expectation) alignment software was 

used for the alignment of the sequences [https://www.ebi.ac.uk/Tools/msa/muscle/]. The 

sequences were uploaded in a .txt file. Two output formats were selected: ClustalW and 

Phylip Interleaved. Sequence alignments were visualized and edited in Jalview 

(2.11.1.2) with Clustalx Default Coloring, which represents aminoacidic residues 

depending on their chemical properties (Table 2). Full myomegalin alignment includes 

annotations of the Centrosome interaction domain and the Olduvai domain, based on 

the human sequence. 

 

Table 3. Clustal X Default Coloring format for sequence alignments. 

 

Phylogenetic tree  
Phylogenetic trees of the alignments were performed with PhyML (Guindon et al., 2010). 

The input sequence was the Phylip Interleaved format of the alignment. SMS was chosen 

as the automatic model selection (Lefort et al., 2017), with AIC (Akaike Information 

Criterion) selection criterion. Tree searching was done under BIONJ starting tree and 

Nearest Neighbour Interchange (NNI) type of tree improvement. aLRT-SH-like fast 

likelihood-based method was used. To determine support values, aLRT-SH was 

changed into 100 times bootstrap. Tree images were exported from PRESTO (a 

Phylogenetic tReE viSualisaTiOn). 

 

 

 

 

 



Results 
 

Part 1: SV-calling pipeline 
SVGen can simulate SVs genomes  
SVGen was successful in the generation of the genomes with SVs. The output files of 

SVGen were 40 FASTA files with chr1 genome of each patient, plus a BED file with the 

SVs coordinates (Table 3). 

Patient Coordinates  Type of SV Unb. Translocation 
1 13611807 - 13614306 Duplication 

 

2 229323817 – 229327316 Unb. Translocation 4:31945676-31949175 

3 143853492 – 143854991 Inversion 
 

4 30600313 – 31100312 Unb. Translocation 3:91640438-92140437 

5 13699584 – 13704583 Unb. Translocation Y:56907729-56912728 

6 31211052 – 31241051 Inversion 
 

7 31341265 – 31347264 Unb. Translocation 19:25010973-25016972 

8 31444261 – 31494260 Unb. Translocation 3:90867961-90917960 

9 17839596 – 17843595 Deletion 
 

10 123028646 – 123029645 Unb. Translocation 20:30927514-30928513 

11 225318940 – 225319939 Inversion 
 

12 17940076 – 18140075 Inversion 
 

13 229422854 - 229424853 Unb. Translocation 19:24656025-24658024 

14 18228010 - 18258009 Duplication 
 

15 1099819 - 1105818 Deletion 
 

16 123137860 – 123139359 Unb. Translocation 9:41322046-41323545 

17 1202671 - 1222670   Unb. Translocation 5:155876336-155896335 

18 3116949 – 3117948 Deletion 
 

19 1329795 1349794 Duplication 
 

20 225412394 – 225417393 Deletion 
 

21 1452820 – 1552819 Deletion 
 

22 229532879 – 229536378 Deletion 
 

23 143958073 - 143998072 Deletion 
 

24 1655169 - 1730168 Duplication 
 

25 31583959 - 31603958 Inversion 
 

26 13800496 - 13808495 
 

Deletion 
 

27 18369150 - 18379149 
 

Inversion 
 

28 31685757 - 31725756 
 

Inversion 
 

29 18452944 - 18652943 
 

Duplication 
 



30 18757769 - 18767768 
 

Deletion 
 

31 13929996 - 13930995 
 

Duplication 
 

32 123231605 - 123381604 
 

Duplication 
 

33 3228275 - 3234274 Inversion 
 

34 229638360 - 229641859 Inversion 
 

35 229734871 - 229784870 Duplication 
 

36 225507520 – 226007519 Duplication 
 

37 123476031 – 123480030 Unb. Translocation 19:24756223-24760222 

38 229889314 – 229964313 Unb. Translocation 21:13062203-13137202 

39 3338099 - 3341098 Inversion 
 

40 31825821 - 31830820 Inversion 
 

 

Table 4. List of SV in each patient. The table shows the coordinates and the type of SVs that was 

generated in each patient. The fourth column shows the coordinates where the chr1 fragment has 

translocated, which is always in another chromosome.  

 

Dot plots were firstly created by mummerplot (Sup. Figure 1). An R script allowed a better 

visualisation, with personalized representation settings. The generated SVs are different 

in type, region and size, which adds variation to the samples. SVs size ranged from 1000 

to 500 000 base pairs.   

As depicted below, deletions, duplications and inversions along chr1 were introduced 

into the genomes successfully (Figures 4-6, Sup. Figures 2-4). Unbalanced 

translocations are shown as deletions in the dot plots since the altered fragments are 

found in another chromosome. While this “deletion” is found in most of the patients, not 

all of them display this genotype (Figure 7, Sup. Figure 5). This suggests that SVGen is 

not always useful in the generation of translocations.  

 

Figure 4. Dot plots of patient deletions. The plots show the lack of a region in the area of the SV. 



 

 

 

Figure 5. Dot plots of patient duplications. The plots show a double line in the area of the SV, indicating 

a duplication. 

 

 

 

Figure 6. Dot plots of patient inversions. The plots show the inversion of the region in the area of the SV. 

 

 

Figure 7. Dot plots of patient unbalanced translocations. The plots show deletions in specific regions in 

the translocated region. However, not all the translocations have been successful.  



Wgsim is a useful tool for read simulation  
Our first approach for generating the reads from the simulated patients was to use the 

software SVGen, already applied in the previous part. Nonetheless, the application of its 

function ‘create_reads.py resulted in a code error which seems not to allow the script for 

the generation of long reads (Sup. Information, Sup.Figure 6).  

As an alternative, the generation of the reads was done by wgsim software. The output 

is a FASTQ file for each patient. FASTQ files consist of 4 lines: 

1. Sequence identifier with information about the sequencing run and the cluster. 

2. Sequence. Base calls A, C, T, G and N. 

3. A separator, which is a plus sign (+). 

4. The base call quality scores. These scores are encoded using ASCII characters 

to represent numerical quality scores. 

 

 

 

 

 

 

Figure 8. Example of FASTQ format.  

 

Wgsim was successful for generating sequencing reads from the simulated genomes. 

Each FASTQ file contained 331364 reads, which was our input parameter. All the reads 

were exactly 11 000 bp (Figure 9), which was also our desired read length. However, in 

real sequencing experiments the read length is not a specific number, but a distribution 

of different lengths that converge to a specific mean. From this result we can observe 

that wgsim is not able to generate such distribution, which is a limitation of this software.  

In addition to the read number and length, the quality of the reads was also checked. 

The quality score for each sequence is a string of characters, one for each base of the 

nucleic sequence, used to characterize the probability of misidentification of each base.  

In FASTQ files, quality scores are encoded into a compact form, which uses only 1 byte 

per quality value, representing Phred quality scores. Quality scales are different 

depending on the sequencing technology applied, which hinders the process of read 

simulation. In our samples, it was observed that the quality scores are always the number 

5, which is the ASCII value that represent PHRED quality score 20. A PHRED quality 

@chr1_62148042_62159041_1:0:0_107:2:0_0/1 

GGTTTATTTTTTGAGACTGAGTCTCACTCTGTTGCCCAGGGGAGTACAGTGA 

+  

55555555555555555555555555555555555 

 



score of 20 represents a base call accuracy of 99%, consistent with our input parameter. 

While this solution is useful for read generation, it is unrealistic to obtain constant quality 

values.  

 

Figure 9. Length distribution of wgsim reads. Wgsim is only able to generate reads from a specific length 

(black bar). Instead, real sequencing experiments result in a normal distribution of the reads towards a 

specific lead length (red line).   

 

Read Mapping and Structural Variant call  
Once reads were generated and stored in FASTQ files, we sought to detect the 

embedded SVs. For that purpose, hiCanu was firstly applied to assemble the reads of 

one genome. However, the process was computationally expensive for 40 patients. The 

alternative strategy was to map the reads generated for each patient against the 

reference genome. Mapping was successfully produced with pbmm2. The output of this 

process for each patient is one .bam file that contains the information regarding the 

alignment and one .bam.bai file which corresponds to the index file. 

Afterwards, pbsv was applied to detect the different SVs in the mapping. The output file 

of pbsv is a .vcf file for each patient with numerous information about the different SVs 

that have been detected. Filtered .vcf files can be found in (Supp Files).  

As we can see in (Supp. Files 1), our pipeline is able to accurately detect the introduced 

SVs in the case of deletions, duplications and inversions. The recall is very high, with 28 

out of 29 SVs generated were detected by pbsv after filtering of imprecise alterations, 

including deletions, duplications and inversions. However, the precision is not that high, 

with 26 out of 55 events approximately. As expected, unbalanced translocations, which 

were not correctly introduced in the genomes, have not been detected by the software.  



In agreement with these results, the SVs detected by pbsv are also found by IGV 

visualisation. Read coverage in .BAM alignment is zero in areas of deletion, while the 

reads exhibit double coverage in duplicated regions, compared to the mean coverage. 

On the contrary, duplicated regions display a double read coverage area. Finally, 

inversions show a pattern of no read alignment, accompanied by average levels of read 

coverage, suggesting that the genetic material is present but not aligned to the strand.  

 

 

Figure 10. IGV in patient 15. Patient 15 deletion is detected by pbsv. The SV region shows no 

reads aligned to the region.  

 

 

 

Figure 11. IGV in patient 1. Patient 1 duplication is detected by pbsv. The SV region shows 

double increase in read coverage.  

 



 

Figure 12. IGV in patient 3. Patient 3 inversion is detected by pbsv. The SV region shows that 

the coverage is maintained and there are two differentiated tracks of reads.  

 

 

Figure 13. IGV in patient 2. Patient 2 has failed to generate an unbalanced translocation. 

Concomitant to this, the region shows no SV.   

 

 

 

 

 

 

 

 

 

 



Part 2: Olduvai domain phylogeny 

Full myomegalin alignment 
Complete myomegalin alignment was performed, aiming to have a suitable comparison 

between the conservation of the Olduvai domain and the complete protein. Myomegalin 

protein constitutes a big protein, producing more difficulties to generate alignments of 

the full sequences. In addition, multiple isoforms have been described. However, for our 

studies we focus on the canonical amino acid sequence. The complete alignment is 

found in Myomegalin_Jalview3.pdf file. 

From the alignment of full myomegalin, we can firstly describe that the initial part of the 

sequence of chicken is truncated and firstly appears in the human exon 25. The 

truncation might be due to a poor annotation of the sequence or a real biological 

truncation of the protein in chicken. In addition, the sequence from xenopus is larger than 

any other sequences and tends to insert multiple gaps in the alignment. 

Before the start of the human Exon 1, orangutan, gorilla and tasmanian devil exhibit a 

similar precursor sequence that could be part of a primitive part of myomegalin which 

has been lost in the human. 

The protein displays a precise alignment with gorilla and orangutan. Armadillo, 

tasmanian devil, mouse and rat sequences present high similarity, including some small 

gaps at some points of the protein. The chimp, which constitutes the nearest primate to 

the human in this alignment, shows multiple gaps and discordances to the human 

sequence in the alignment. 

In addition, the outgroup (Turkey, Chicken, Xenopus) presents a higher number of 

differences from the human sequence. Besides the differences, there are multiple exons 

with highly conserved regions.  

Concomitant to this data, phylogenetic trees of myomegalin show a progressive 

conservation of the protein sequence among species, where the closest species to 

human (chimp, gorilla) are placed immediately next to the human lineage; and further 

species are more distant to the human. The outgroup (chicken, turkey, xenopus) has 

been placed in the furthest place from the human sequence in our trees. However, the 

outgroup is not situated in a separate branch from the mammal lineage (as we would 

primarily expect) probably due to the high conservation of the protein among the entire 

phylum. 



In conclusion, it seems that there is a conserved central core in myomegalin protein that 

can be found in a wide variety of species, and other regions that have diverged along 

evolution. 

 

Figure 14. Phylogenetic Tree of Myomegalin sequences. (A) Slanted Phylogram. Branch length 

represents evolutionary time between two nodes. Unit=substitutions per sequence site (B) Linear 

Dendogram. Support values at each node describe the number of bootstrap support for 100 analyses, which 

means the number of times that this branch has been created under the same divisions in 100 trees. 

 

Olduvai domain alignment 
Olduvai domains from eleven species were aligned (Figure 15). Non-human primate 

sequences orangutan, chimp and gorilla exhibited high similarity with the human 

sequence. Mouse and rat are also really similar to the human sequence, including few 

amino acidic changes that are common in both species, which is indicative of evolutive 

proximity between them. Still in mammals, the sequences from armadillo and tasmanian 

devil show high similarity with the human sequence. However, the tasmanian devil 

contains a small gap in the initial part of the sequence. 

In summary, the alignment follows gradual conservation of Olduvai domains, ranging 

from a 100% of conservation of Olduvai domain in chimp, an almost perfect alignment in 

other apes (Gorilla and Orangutan) and big conservation in mammals such as the 

Armadillo, Mouse and Rat. In the outgroup, turkey, chicken and xenopus lack some parts 

of the domain which correspond to the beginning and the end. In short, Olduvai domain 

in myomegalin highly conserved among species, with minor changes produced during 

evolution. 



 

Figure 15. Alignment of Olduvai domains in multiple species. The conservation and quality tracks grade 

the number of conservation tracks of the alignment in less than 25% of gaps in each column. The quality of 

the alignment is based on the Blosum62. The consensus shows the % of identity of each amino acid in each 

column. The occupancy measures the number of aligned positions. 

 

Figure 16. Phylogenetic tree of Olduvai domain sequences from myomegalin in multiple species. (A) 

Slanted Phylogram with branch lengths. (B) Linear Dendogram with support values. 

 

NBPF15 gene alignment of Olduvai domains 
In the previous analysis we have studied the evolution of Olduvai domain sequence from 

myomegalin in different species. However, another interesting idea is to know how the 

Olduvai domain has evolved in NBPF genes. To elucidate this, we performed an 

alignment between the 6 different domains of NBPF15 gene and the ancestral 

myomegalin Olduvai domain. 

As seen in Figure 17, NBPF15 Olduvai domains show high divergence from their 

ancestral sequence, with only a few amino acids matching the sequence. In addition, 

Olduvai domains show higher conservation among NBPF15 gene. 



CON1/2/3 domains (Olduvai 1/2/6 in NBPF15) are known to be more conserved into the 

mammal lineage (O’Bleness et al., 2012). These domains seem to be really similar 

between them in NBPF15, and slightly different from the ancestral Olduvai.  

In the other case, HLS1/2/3 domains (Olduvai 3/4/5 in NBPF15) are human-specific 

domains. They are also very similar between them and they are more distant to the 

ancestral Olduvai. However, there are not many differences between HLS and CON 

clades. 

 

Figure 17. NBPF15 Olduvai domains aligned to the ancestral Olduvai domain in myomegalin.  

 

 

Figure 18. Order of Olduvai domains in NBPF15 gene. 

 

The phylogenetic tree (Figure 19) shows that Olduvai domains 1 and 2 are more similar 

to the ancestral sequence. On the other hand, Olduvai domains 3, 4, 5 and 6 have 

evolved in a similar manner. Support values are pretty high, indicative of the consistency 

of the tree. 

 

Figure 19. Phylogenetic tree from Olduvai domains in NBPF15 genes and the ancestral Olduvai domain in 

myomegalin. (A) Slanted Phylogram with branch lengths. (B) Linear Dendogram with support values.  



Discussion 
 

Simulation of Structural Variants and derived reads 
The development of sequencing analytic tools frequently lacks benchmark methods that 

can validate its correct function. Although there are some real sequencing datasets 

available, they are scarce and do not contain concrete variants of research interest. 

Thus, genome simulators have been improving in the past years to produce sequences 

that can resemble real genomes to the fullest (Stephens et al., 2016). In the context of 

this project, SVGen was a successful method to generate different types of SVs, except 

for unbalanced translocations. The simulation included a wide range of variants in size, 

type and location. One of the limitations of SVGen is the inability to generate diploid 

genomes, which approximate better to the human genome and add complexity to the 

system. Diploid genomes could be applied to the study of heterozygous disease or allele 

identification procedures. Another improvement that could be done in the simulation is 

to incorporate the option to personalize structural variant coordinates that might fit better 

the experimental questions. For instance, SVEngine software (Xia et al., 2018) effectively 

implements these two options and it would be a good alternative to our strategy. Since 

there is a wide range of simulation tools, the choice of the best technique can be adjusted 

to the experimental question.   

Likewise, read simulators have also expanded exponentially in the last few years. Some 

of them include tools for generating both SVs and simulate the reads, such as SVGen, 

which enables to produce experimental datasets easily. Our strategy firstly included read 

simulation with SVGen, which was not possible. The study finally implemented wgsim 

[https://github.com/lh3/wgsim], which was able to generate reads from the input 

genomes with structural variants. Wgsim has an extensive range of settings that can 

adapt the reads to a specific coverage, read length, base call error rates and rate of 

mutations. The resulting reads were useful for the study but had two major limitations: 

the read length distribution and the quality scores. On the one hand, PacBio HiFi reads 

exhibit a particular read length distribution that approximates to a normal density curve 

(Logsdon et al., 2020; Ono et al., 2013), which was not possible to simulate with wgsim. 

On the other hand, fastq files included a unique Phred quality score of 20. Typically, 

quality base call values are calculated by Sanger format and encode Phred quality 

scores, which typically range between 0 and 40 (Sathyanarayanan et al., 2019). In fastq 

files, quality scores are represented by ASCII characters 33-126. HiFi reads also show 

a decreasing quality score along the read, with lower values at the end of the sequences 

(Ono et al., 2013). In our case, simulated reads with Phred quality score of 20 are a good 



approximation for HiFi reads, with high base call accuracy (around 99%), but a 

continuous and unaltered Phred quality score along the whole sequence. Alternative 

methods for a better approximation would be the software PaSS (Zhang et al., 2019) or 

PBSIM (Ono et al., 2013), which produce read simulation based on real datasets. 

Alternatives to genome and read simulation could be the use of public datasets of PacBio 

HiFi reads. In the literature there are some helpful databases using this technology 

(Kronenberg et al., 2018; Miga et al., 2020; Wenger et al., 2019). Even though these 

datasets are limited to study specific genomic changes, they can be used for the design 

of pipelines of sequencing data in general.  

 

Methods for genome visualisation  
Dot plots have been a practical method to visualize the structural variants produced. 

They are optimal for verification of deletions, duplications, inversions, translocations and 

for tandem repeats (Cabanettes & Klopp, 2018). A limitation of this graph is the range of 

genomic coordinates that can be plotted. The structural variants generated in this project 

were small compared to the huge size of chromosome 1. Therefore, the dot plots of the 

entire chromosome could not allow to visualize any alteration and needed to be zoomed 

in for detecting the structural variants. In conclusion, dot plots are a suitable tool only for 

visualisation, but not for SVs detection purposes.  

Moreover, Integrative Genome Viewer (Robinson et al., 2011) offers multiple tools for 

sequencing data visualisation from a simple online interface. In our project, it has been 

crucial for visual verification of the pbsv results in an easy manner, allowing us to better 

understand the changes produced in the genomes and to communicate the results in a 

graphical design.  

 

Read assembly followed by read mapping is the optimal 
methodology for SV detection 
Long-read sequencing reads are usually corrected, trimmed and assembled into contigs, 

which are continuous sequences produced by the overlap of multiple reads (Koren et al., 

2017). The software that stand for this function in PacBio HiFi experiments are FALCON 

(Chin et al., 2016) and Canu (Hon et al., 2020). In this project we applied hiCanu, a 

modification of Canu assembler designed specifically for HiFi reads. We failed in the 

assembly of the reads by using this method, since the assembly for one chr1 genome 

was too large. Previous implementation of hiCanu in the literature describe the use of 



131 CPU hours for assembly of 150m genome in a 16GB environment. By approximating 

this data to our assembly, we would obtain 134 CPU hours for the assembly of one 

patient genome (243m genome and 26 GB environment), which is unsustainable for the 

assembly of 40 genomes.  

Therefore, our strategy included mapping of the reads against a reference genome. This 

approach is successful for detecting structural variants of different type, location, split-

read alignments (where different parts of a read map to distant places in the genome), 

large indels and coverage alterations. Read mapping is strong in low coverage 

experiments and able to identify heterozygous alterations. This method is also 

computationally cheaper than SV detection based on de novo assembly. On the contrary, 

it is limited in the detection of novel sequences (that will not align to the reference) such 

as large insertions and it requires a resolved good-quality reference genome (Sedlazeck 

et al., 2018).   

In the context of SVs detection, it is often used read assembly followed by contig 

mapping. This strategy allows a better map of the DNA sequences against the reference 

and an accurate detection of the multiple types of SVs, but it will be computationally 

expensive (Sedlazeck et al., 2018). In conclusion, the choice of the best strategy 

depends on the experimental question.  

 

Structural variants identification  
Methods for SV identification based on sequencing technologies rely on read mapping 

to a reference genome. Software for SV detection, which basically identify alterations 

along the alignment, have improved in the past years (Sedlazeck et al., 2018). For 

instance, pbsv was successful in the identification of the inserted SVs. While our model 

was simple in terms of variation, real genomes may differ a lot more from the reference 

and give rise to the detection of a big number of variations. Thereby, it is important to 

develop strategies that allow to distinguish between population SVs and pathogenic 

alterations. SV detection algorithms will also have to be adapted to the type of SVs of 

research interest (Sedlazeck et al., 2018).   

 

Olduvai domain plays a potential key role in human brain 
evolution 
Myomegalin and Olduvai domains phylogeny have been interesting for the 

understanding of Olduvai sequences modification during evolution. Myomegalin seems 



to be highly conserved in different species. The results also suggest the presence of a 

proto-Olduvai domain, since they show partial sequences in the myomegalin gene. The 

high conservation of myomegalin protein and the Olduvai domain implies that they might 

be playing important biological functions in a wide range of species. In addition, the 

divergence between the ancestral domain and the domains found in NBPF genes seem 

to indicate a diversification of the role that this domain might have. These results are also 

consistent with the current knowledge about the gene NBPF15: CON1/2/3 are regarded 

as closer sequences from the ancestral copy, compared with HLS1/2/3 sequences that 

should be more diversified and human-specific (O’Bleness et al., 2012). The analysis 

constitutes a first step in the understanding of Olduvai domain evolution.  

Next steps in the analysis of Olduvai domain could make use of the PacBio sequencing 

data, aiming to detect which are the differences of this sequences and repeat number in 

the population. Moreover, recent evolutionary studies are implementing a strategy based 

on the mapping sequencing data from different species to the human reference genome 

(Kronenberg et al., 2018; Sulovari et al., 2019). This method is successful for comparing 

the copy number variants of each species as well as observe the evolutionary divergence 

of the sequences. The major limitation of this study is the high cost of sequencing multiple 

species. Future perspectives need to potentiate freely available datasets for their wide-

spread use in science.  

  



3. CONCLUSION 
 

Overall, the proposed objectives of this study were fulfilled. The first objective was 

accomplished by generating a pipeline of long-read sequencing analysis. Genomes 

simulation of patients with structural variants was complete. The simulation of the reads 

was accurate, although some of the parameters could resemble to PacBio HiFi reads 

even more. In addition, the design of the pipeline was successful and allowed the 

detection of the introduced structural variants after a complete analysis of the reads.  

The second objective was also achieved, and we obtained an elaborated analysis of the 

phylogeny of Olduvai domains. We reach both specific objectives, which include the 

alignment of the domain in different species and creation of the phylogenetic trees. The 

study also generated two more alignments for the complete myomegalin protein and the 

different clades of Olduvai domains, which gave a broader perspective on Olduvai 

phylogeny.  

Regarding the planification of the TFM, first objective of the study has been challenging 

due to the limited time and experience in the field. The methodology used in this part has 

changed substantially from the planification, which has produced a delay in the schedule 

after genomes simulation. The cause of this change has been that some software did 

not work as it was predicted. However, new methods were appropriate and finally 

permitted to achieve the expected results. A plausible solution for a better simulation of 

PacBio reads would be the use of another read simulator, more specialized for this kind 

of reads. The second part (objective) of the study has been developed under the 

predicted schedule and methodology. Results were obtained as it was expected and the 

timelines allowed to generate some complementary results.  

This project has been a good opportunity to learn how to analyse long-read sequencing 

data and structural variant call. This first introduction to sequencing analysis will be 

extremely useful to set the basis for real patient analysis in the context of 1q21.1 

syndrome. Future perspectives will seek to implement a wider range of techniques and 

perfectionate the pipeline that has been generated in this TFM. In particular, de novo 

assembly will be attempted in a smaller set of patients. Moreover, the TFM has permitted 

to observe the resemblance of Olduvai domains in different clades and species. It has 

been noted that evolutionary analysis is complex and, in this case, will require the 

integration of more data for further insight.  

 

 



4. GLOSSARY 
 

Olduvai domain:  

Protein domain found in myomegalin and NBPF proteins. It shows human lineage-
specific increase in copy number and appears to be involved in human brain evolution.  

 

NBPF genes:  

Neuroblastoma breaking point family genes are a family of genes that are highly primate 
specific and have been associated to autism and schizophrenia, among other 
neurological disease.  

 

Myomegalin:  

Myomegalin (Phosphodiesterase 4D-interacting protein) is a protein encoded by 
PDE4DIP gene in humans, found in the 1q21.2 locus.  Its function is related to the 
microtubules and the centrosome. One of its protein domains is the Olduvai domain. 

 

Structural variant:  

Deletion, insertion, duplication and inversion of more than 50 base pairs (bp) among 
human genomes.  

 

Read:  

Sequence of base pairs corresponding to all or part of a single DNA fragment.  

 

Contig:  

Series of overlapping DNA reads used to reconstruct the original DNA sequence of a 
chromosome or a region of a chromosome.  
 

FASTQ: 

Text-based format for storing sequencing reads and its corresponding quality scores. 

 

Multiple sequence alignment: 

Similarity comparison between three or more biological sequences that can be protein, 
DNA, or RNA. From them, homology between the sequences and phylogenetic analysis 
can be retrieved. 
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6. SUPPLEMENTARY INFORMATION 
 

Software installation 

This section describes the require commands to setup of the different software that 

have been used. In general terms, they need to be downloaded, installed and made 

executable. Other required packages for its function are also installed. Firstly, system 

and repositories are updated, and python and git are installed.  

 

sudo apt update 

sudo apt upgrade –y 

sudo apt install python python3 python2 -y python2  

sudo apt install git -y  

 

Installation of SVGen:  
 

wget https://github.com/WGLab/SVGen/archive/master.zip 

sudo apt install unzip  

unzip master.zip 

mv SVGen-master SVGen 

cd SVGen 

./download_and_format_database.sh hg38 

  

Installation of wgsim: 
 

git init 

git clone https://github.com/lh3/wgsim.git 

cd wgsim 

#Making executable wgsim.c  

sudo apt install gcc -y 

sudo apt install libz-dev -y 

gcc -g -O2 -Wall -o wgsim wgsim.c -lz -lm  

sudo apt install samtools -y 

 

 
 
 
 
 
 



Installation of canu:  
 

wget https://github.com/marbl/canu/releases/download/v2.1.1/canu-2.1.1.tar.xz 

tar -xJf canu-2.1.1.tar.xz 

cd canu-2.1.1/src 

sudo apt install make -y 

sudo apt install g++ -y 

make -j 8 

sudo apt install default-jre -y 

 

 
Installation of MUMer4: 
 
wget https://github.com/mummer4/mummer/releases/download/v4.0.0rc1/mummer-
4.0.0rc1.tar.gz 

tar -xf mummer-4.0.0rc1.tar.gz 

mv mummer-4.0.0rc1 mummer 

cd mummer 

./configure --enable-python-binding=$/home/angelaespa32/mummer 

make 

sudo make install 

sudo apt install gnuplot -y #necessary for mummerplot 

 
Conda installation. Conda is an open-source package management system and 
environment management system.    
 

curl -O https://repo.anaconda.com/miniconda/Miniconda3-latest-Linux-x86_64.sh 

sh Miniconda3-latest-Linux-x86_64.sh 

conda config --add channels defaults 

conda config --add channels bioconda 

conda config --add channels conda-forge 

 
Installation of pbmm2: 
 

cd miniconda3/bin 

./conda install -c bioconda pbmm2 

 
Installation of pbsv: 
 

cd miniconda3/bin 

./conda install -c bioconda pbsv 

 



Dot plots with mummerplot (MUMmer) 

Dot plots generated with MUMmer are effective to visualize the generated structural 

variants. They allow to zoom in a specific region, but the graphical parameters can not 

be modified.  

 

 
 

Sup. Figure 1. Dot plots generated with MUMmer. (A) Dot plot of aligned reference assembly. (B) 

Dot plot of patient 1, carrier of a duplication (C) Zoomed in dot plot of patient1 flanking the duplicated 

region.  

 

 



Dot plots with R 

 
Sup figure 2. Dot plots of patients with deleted regions, created by R.  

 

 

Sup figure 3. Dot plots of patients with duplicated regions, created by R. 



 

Sup figure 4. Dot plots of patients with inverted regions, created by R. 

 



 

Sup figure 5. Dot plots of patients with unbalanced translocations, created by R. 

 

 

 

 

 

 

 

 

 



SVGen generation of long-reads  

The following code was applied for the generation of long-reads derived from our 

genomes:  

python2 create_reads.py \ 

-i patient1.fa \ 

-o patient1.fq \ 

--cov 10 \ 

--read_len 11000 \  

--snp_rate 0.001 \  

--del_rate 0.0001 \  

--ins_rate 0.0001 

 

The code resulted in a code error that did not allow to produce the reads. However, when 

setting the reads to short-reads generation, this error did not appear, and the creation of 

the reads was performed. From the error description, it seems that the problem is found 

in the indexes of a specific function “create_reads.py”, which introduces errors in the 

read sequences.   

 

Sup. Figure 6. Error code in SVGen generation of long-reads.  
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