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Introduction

> EO market is doubling its
size.

> Non-traditional customers
will launch 47% of total
satellites.

» Upstream sector is not
prepared because:

— Excess of conservatism;

- Lack of an integral approach to
systems design;

- Short-sighted design with no
longer-term goals.

> EOGS will try to solve those
problems.

Earth Observation Satellites* Manufacturing Market Value:
Distribution by Type of Operator (World, 2000-2009 and Forecasts to 2019)

2000-2009

2010-2019 forecast®

Total satellites: 107 Estimated total: $16.6 billion  Total satellites: 230 Estimated total: $19.9 billion

» Current backlog as of June 2010 and replacement of commercial and institutional operational systems
» Meteorology satellites not included

I Dual-use 7 Commerdial

Emerging | In-development [l Leading Space Programs

Courtesy of Euroconsult




Goals

» To update essential systems
In a highly technological
niche sector;

> To enhance the classical
development cycle;

> To enable cost and risk
reductions;

> To give a reference
architecture for Earth
Observation ground
systems.

> It Is out of the scope of this

project:

- Details of Space-related
High-level functions;

- Systems development life
cycle;

- Satellite communications:

- System sizing;

- Security.
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» Use of methods D

proposed by inter-
agency committees
and expert
requirements: CC-SDS
and NASA

> Disclaimer: EOGS is
similar in goals and
approach to the EGS-
CC programme.




Enterprise Viewpoint (EV)

» Functional Requirements

- Flight Operations _
- Payload Data Generation [~ o
- Product Dissemination P— ﬁ|
- Enterprise Management = e = ——
> Non-functional — = S
. - A - Al A
requirements ) [ R I e
: STEr=1
» EOGS focuses mainly on

the Enterprise
Management functions




INFORMATION
VIEWPOINT (IV)

FSand FOS- 7C, TM
and events.

PDGS - products,
metadata and ADF.

PD - products, EO
users and orders.

Inner data - Data
objects and
Query,/Results and
Metadata, /Resources.




COMPUTATIONAL
VIEWPOINT (CV)

Layered and
component-based
architecture
providing:

« Simplicity

Efficiency
Portability
Flexibility

emp Functional decomposition

]

User Interface layer I

& + Comms protocal
ﬂ + Product distribution AP
E + Product portal

Applications layer I

[Fos ]

£j| + Flight Dynamics
= + Monitoring
=] + Operations
=] + Scheduling

(from Applicstions isyer)

Service Integration layer I

&j] + Enterprise Messaging System
£ + Entemprise Senvice Bus
+ Dsts objects

=j + Application server

£j + Component framewaork

& + Fost prosessing and reporting
£ + Processing senices
24

+ Wab servar

Data Integration layer |

Data layer I

£ + Dats persistence

+ DODBMS
+ Enterprise dats
+ OODBMS

+ Operational data
+ Product data

+ RDBMS

+ User data

[Plattorm |

&j + Clustersd File Systems

£ + Issue tracking

&j] = Opersating System

£j| + Perdormance management
& = System resl time mansgement

+ Authenticate a user
+ Authorize

+ Create EOGS IDs

+ Log events

+ Password resef

+ Retrieve ECGS iD=




CV.
INTE

Sing

USER
RFACES LAYER

e points of

dCCESS.

FOS

and PDGS

uses specialized
communication

brotocols.

D provides
broduct

dissemination and
data ordering.




CV. APPLICATIONS
LAYER

ACID space-related,
high-level functions.

FOS interfaces with
the TT&C Ground

Antennas.

PDGS interfaces with
the Data Ground
Antennas.

PD interfaces with the
external EO user
community.

cmp Applications /

TC

™

FOS::Operstions

FOS::Manitoring

FOS::Flight Dynamics

FOS::Scheduling

RAW

PDG5::Collection

PDGS::Orchestration PDGS::|FF
PDG5::CALVAL
| Each compaonent in the
---- Application |ayer makes use of
Metadats / resources this interface.

Links nat shown for clarity.

|

PD::Acoes

PD::Catalogue

Senvice Integration layer:Middleware Service Enterprise Bus




CV. Service Integration layer

> Exposes the services in the
architecture.

» Enterprise Service Bus (ESB)
architecture.

s Publish/subscribe
messages.

» Defines business rules.
> No point-to-point
communications.

> Knowledge of precise status
of the whole system.

cmp Service Integration Layer /

Data uhjec\ Query / .HEEIJHE 713 i resources

Enterprise
Messaging System

1
wabstractions
ki




CV. Services layer

» Separates GS applications o Senees /
from services. I 2]

> Component-based s i | [ iy ceiee
architecture.

» OSG/ is the selected |
component-framework.

) App//bat/.on Serl/er ..f.or . Application seru-er$] Web server E
space-related applications.

> Processing service for il e
large-scale processing. I e




CV. Data Integration and Data layers

» Consistent way of > Data layer consolidates
interacting with data related data sets by data
domains. domains.

» Data domains: operational,
product, user and
enterprise data.

p— > Database Management
5] 5] 5] .
copBMs | |  ROBMS DODEMS SyStemS: Re/atlona/’.
— 3 5 (R Object-Oriented and File-
based.




CV. PLATFORM =
L AYER 0 00

Software packages Backup Restore
Systems software. (
B u S I n e SS Business 4:+Jn'u'r|uit]f“Ej Business t:i:nn‘u'nui’E1 Clustered File E Operating E]rsinrnE
C O ntl n u Ity- Artefact repusitury” Backup and resture“ Systems

Core providers of
data for high-level d 1 ] g

Business confinuity:: Business confinuity:: Performance System real fime
I " Configuration High Availability management management
monltorlng B i
1 " deployment
applications. i
Business confinuiy:: Version Confrol |s5ue fracking
Installation System
Install
Failover




CV. Infrastructure layer

» GS hardware.

» Virtualized
infrastructure.

» Processing services will
not be virtualized.

cmp Infrastructure /

Wils Mansgemant

Wb Hypervisor

Clhiend devices

LAN

VAN




CV. Security Services layer

» Access and control
security to all layers.

> Authentication.
> Authorisation.
> [dentity.

» System Information and
Events Management (SIEM)
systems.

cmp Security Services /

P

Authenticate a u

t

Authentication

FPaszword resst

Authorise

Authorisation

s

|

Create ECGS IDs Identity

Retrieve EQGS I1Ds

SIEM

Log events




ENGINEERING
VIEWPOINT (NV)

High-level atomic
functions are
asynchronous calls
through a common
bus.

Space-related
business rules are
defined in the
Services
Integration layer.




Technology Viewpoint (TV) K{) N—
» Use of open technology. T
» Isolated but cross-

'
0‘
compatible tools.

A :
» Seamless adaptation to % eCI I pse

new technologies.

» Use of several cutting- M
edge, open, leading ,

software and system
families.

Java

= redhat




TV. Network

> Networks for security
segmentation and
different performances.

> WAN to Space or to
the Internet.

> LAN

- Management network.
- Fast data network.




TV. HARDWARE

VM racks -
Optimized as High-
Availability
clusters.
Processing rack -
Optimized as High-
Throughput
clusters.

Management rack.

VI rack

]

QN

—TT

Arcess switch
Cable tray
WM host
WM host
W host
VI host
WM hiost
W host
WM host
W st
VM host
WM host
W st
WM host
W host
WM host
Wi host

LCD monitor
Keyboard tray

RAID storage

RAID storage

RAID storage

RAID storage

Cabile tray
Power supply [ UPS

WM rack
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Access switch
able tray

VI host

VI hiost

VI host

VI host

VI host

VM host

VI hiost

VM host

VI host

VI hest

VI host

VI hiost

VI host

VI host

VI host

VI host

VIl host

VI host

VI host

VI host

LCD manitor

Keyboard tray

RAID storage
RAID storage
RAID storage

RAID storage

Cabletray
Power supply / UPS

Processing rack
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Access switch
Cable tray
Processing node

Processing node
Processing node
Processing node
Processing node
Processing node
Processing node
PFrocessing node
Processing node

Processing node

LCD manitor
Keyboard tray

Processing node
Processing node
Processing node
Processing node
Processing node
Processing node
PFrocessing node

Processing node

Cable tray
Power supply / UPS

Management rack

]
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LCD monitor
Keyboard tray
[l Trunk switch

Mmanager
'I.|'I".'1 Manager

Pracessing manager
Processing manager

Antenna TMETC firewall

|| Antenna TMETC router

Antenna data firewall
Antenna data router
User segment firewall
Internet router

Cabde tray
Power supply / UPS




Conclusions
> Initial objectives are > Nice added side effects:

met: - Better performances
— State-of-the-art techs: and more efficient data
- Use of common storage; |
services; - Space-related functions
— Cost and risks are as atomic methods and
reduced:; centralised business
- Reference architecture rules.
useful for other EO > Promising evolutions.

MISSIONS.
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