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One of the main threats to body sensor networks (BSNs) is Denial of Service attacks that disrupt communications used to transmit
patients’ health data.The application of cognitive radio (CR) technology into BSNs canmitigate such a threat and improve network
availability, by allowing network nodes to cooperatively agree on a new radio channel whenever the quality of the channel being in
use decreases. However, the cooperative spectrum sensingmechanisms used by CRs should also be protected to prevent an attacker
from predicting the new channel of operation. In this work, we present a lightweight and robust mechanism that appropriately
secures the channel selection process while minimizing resources consumption, thus being suited for resource constrained devices
such as body sensor nodes. The proposed method has been analyzed in terms of energy consumption and transmission overhead
and it has been shown that it outperforms existing cryptographic approaches.

1. Introduction

Sensor and wireless communication technologies are rapidly
evolving and spreading to many fields, such as medical
services. Body sensor networks (BSNs) [1, 2] are becoming
more popular and powerful every day and ongoing efforts,
such as the IEEE 802.15.6 standard optimized for low-power
BSN devices [3], clearly reflect the increasing importance and
potential of these types of networks.

A typical BSN is composed of a number of sensors that
are placed at various locations on the body or in body,
also known as implantable medical devices (IMDs). As
depicted in Figure 1, these sensors forward sensed data to
a more computationally powerful device or gateway (e.g.,
a smartphone) that, in its turn, can transmit the gathered
data to a medical center. Therefore, the professionals can
constantly monitor the patient’s state and take the proper
actions according to the observed data. Thus, the use of
BSNs can considerably reduce the gap between a medical
emergency and the medical response while increasing the
autonomy of patients, that is to say, their quality of life.

Body sensors exhibit more constraints regarding size,
power, battery availability, and transmission (i.e., the human
body is a lossy medium) than those sensors that can be
found in conventional wireless sensor networks (WSNs)
and, therefore, they require specific solutions. Besides the
recent IEEE 802.15.6 standard, already supported by a few
commercial devices, several low-power wireless technologies
[4–7] suitable for BSNs have emerged during the last years.
These technologies define typical transmission rates ranging
from several kbps in ANT+ to 6Mbps inWiFi with the lowest
power 802.11b mode.

Lately, there has been increasing concern in incorporating
security and privacymechanisms tomedical systems in order
to preserve patients’ privacy and offer continuousmonitoring
of their health status. Besides, FDA (Food and Drug Admin-
istration) made recently a call for manufacturers to address
cybersecurity issues relevant to medical devices for the entire
life cycle of the device [8]. Thus, it is expected that these facts
will definitely encourage a number of works in this field.

Generally speaking, the following security services
should be provided in any medical system.
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Figure 1: BSN model.

Confidentiality. Data regarding patients’ state should be only
accessible to authorized entities. In this context, this implies
that only the BSN’s nodes should be able to interpret the
sensed data.

Authentication. The BSN’s nodes should be able to verify the
source of any received data.

Integrity. Data should not be modified by an unauthorized
entity, or at least BSN’s nodes should be able to detect that
data has been altered.

Availability. Data anddevice information should be accessible
upon request by authorized entities. The human body is a
highly dynamic physical environmentwherewireless channel
properties constantly change. Besides, these communications
can be severely affected by interferences caused by electronic
devices in the proximity of the BSN.

The first three security goals can be easily achieved
by means of classical cryptographic tools in conventional
networks. However, the limited capabilities of body sensors
may prevent from applying them toBSNs. Besides, traditional
cryptographic tools cannot prevent disruption of the network
services due to interferences, no matter whether they are
intentional, for example, a Denial of Service (DoS) attack, or
not. Given the relevance of the data sent by body sensors,
there is clearly a need for mechanisms to maximize the
availability of such networks.

The integration of CR technology [9–11] into BSNs, lead-
ing to the concept of cognitive body sensor networks (CBSNs)
[12], can significantly improve availability by allowing the
nodes to select the best channel at any moment and avoid
the harmful effect of interferences. CRs exchange sensed data
about channel availability and jointly agree to switch to a new
channel when the channel being in use becomes unavailable.

Note that if an attacker manages to eavesdrop channel
availability data, it can take advantage of it to perform a new
attack on the new channel of operation, thus preventing the
network from using an available channel and leading the
network to a DoS [13]. Channel switching, if unpredictable,
rendersDoS attacksmore difficult since the attackermust jam
every possible transmission channel. Traditional encryption
and authentication of exchanged data may help to hide chan-
nel switching decisions from external attackers but entail an
additional cost that cannot be assumedby heavily constrained
devices such as IMDs.

In this paper we present a protocol to protect the process
of channel selection in CR-based BSNs. The main goal is
to maximize the availability of the network, thus ensuring
that patients’ data such as blood pressure, heart rate, and
temperature will successfully be delivered to a gateway
(nonstop monitoring of patients). The protocol makes use of
lightweight encryption and authentication primitives specif-
ically suited for constrained devices such as body sensors.

The main contributions of this paper can be summarized
as follows.

(i) We apply CR technology into BSNs in order to
maximize the availability of services in suchnetworks.
Because CRs are able to sense the medium and select
the best transmission channel at any moment, the
effect of interferences or DoS attacks can be miti-
gated. In a conventional network, such phenomena
would interrupt communications within the BSNs.
In a CBSN, the nodes can switch to a new channel
whenever the channel in use becomes unavailable.

(ii) We propose a method, suited to constrained devices
as body sensors, to secure the exchange of channel
availability information and prevent an attacker from
eavesdropping such data, thus diminishing the prob-
ability of a successful DoS attack.
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(iii) We provide a security analysis of the proposed
method and derive the time period during which the
cryptographic material remains secure.

(iv) The proposed method is compared to other
approaches based on traditional cryptographic prim-
itives in terms of energy consumption and CPU
usage.

The rest of this document is structured as follows. In
Section 2 we review the state of the art on security in BSNs.
Section 3 describes the BSN model considered in this work
and its potential threats. A lightweight method to secure
the process of channel selection in a BSN is presented in
Section 4. Sections 5 and 6 present a security analysis of the
proposedmethod and a comparisonwith existing approaches
in terms of resources consumption. Finally, in Section 7 we
provide the conclusions of this work.

2. Related Work

To date, research on security in BSNs has mainly focused on
protecting data stored at the network nodes from unautho-
rized access and providing authentication and confidentiality
to the communications among the BSN devices. In the
following, we provide an overview of the proposals that can
be found in the literature.

Many proposed authentication methods are based on
biometrics, that is, relying on measurements of physiological
values (PVs) [14], such as heart rate, blood pressure, or
temperature, in order to establish trust and generate key
material. The main idea is ensuring access to sensors only
to those devices in physical contact with the patient. The
advantage of these methods is that the key source is hard for
an attacker to predict without physical access to the patient
and also ensures forward-security, because PVs change over
time.Themain challenge, however, is how to achieve success-
ful authentication among authorized devices when the PV
measured by each one is not exactly the same, either due to
measurement errors or due to the fact that different devices
measure a given PV at different time instants.

Authentication by means of distance-bounding protocols
was proposed in several works [15, 16]. This technique
provides a very weak mutual authentication between two
devices based on measuring the transmission time between
them.The rationale behind these protocols is that a legitimate
devicemust be closer than a given distance.As a consequence,
they are vulnerable to injection attacks as long as the attacker
is close enough to the patient bearing the sensors, for
example, by means of a hug.

In [17], the authors presented a protocol based on
identity-based encryption (IBE). IBE systems are public key
cryptosystems that allow any device to generate a public
key from a known identity value such as the sensor ID
and require the existence of a trusted third party called the
private key generator (PKG) to generate the corresponding
private key. To reduce the burden of key generation and
encryption/decryption introduced by traditional public key
cryptography, the authors proposed to use elliptic curve
cryptography (ECC), which provides public key primitives

suitable for constrained devices as sensors in BSNs. Despite
it, it is still more expensive in terms of resource consumption
than approaches based on symmetric cryptography.

In order to preserve user’s privacy, a number of works
proposed the use of symmetric encryption based on the AES
(Advanced Encryption Standard) algorithm [18–20]. Many,
such as the one in [19], proposed to use AES with CCM
mode of operation, that is to say, AES counter (CTR) mode
for data encryption and AES cipher-block-chaining message
authentication code (CBC-MAC) formessage authentication.
The main advantage of this mode is that the same key
can be used for authentication and for encryption without
compromising security and there is no need for rekeying
as long as the number of devices is fixed. As a drawback,
the added cost of encryption/decryption and, especially, the
costs due to the transmission overheads cannot be neglected
in BSNs, where every step forward in resources’ saving is
of paramount importance. In this line, the authors in [20]
presented an in-network mechanism that mimics the AES
algorithm and greatly reduces the costs of decryption while
they claim achieving the same level of security.

All the above-mentioned proposals approach the prob-
lem of protecting patient’s data from unauthorized access,
modification, or forgery but cannot effectively deal with DoS
attacks. Such a protection can be achieved by making use of
CR devices that collaboratively switch to another frequency
band [11, 21, 22] if the signal-to-noise ratio of the current one
is below the required value. Furthermore, it is also necessary
to protect the exchanged sensing data in order to prevent an
attacker from eavesdropping data and get the next channel
to be used in the network. Note that this information may
allow an attacker to rapidly perform a DoS attack in the new
channel.

In this work, we present a lightweight and secure method
that makes use of CR technology for improving the availabil-
ity of the system, that is, ensuring that the communication
between the body sensor nodes will be available even under
the presence of unintentional or intentional interferences.
The application of CR technology into body sensor networks
was already proposed in previous works [23, 24]. However, to
the best of our knowledge, none of them addressed security
topics.

In [25, 26], several methods for securing spectrum sens-
ing mechanisms were discussed, but they are not suited for
heavily constrained devices such as body sensors.

In [27], the authors aimed to improve the availability of
a BSN by means of a cross-layer multihop protocol that dealt
with routing of data. This scheme, however, can be applied
only to multihop BSNs where the path between two given
nodes is established according to the connectivity among the
nodes. In this approach, nodes make use of several paths but
one single channel and thus are more vulnerable to attacks
such as jamming than CR-based networks.

3. Network Model and Threats

In this work, we have considered a BSN composed of a
set of sensor nodes where all of them can act as sinks,
collecting/storing data from other sensors and potentially
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transmitting these data to an external gateway if required (see
Figure 2). Although this approach introduces some overhead
due to the fact that data must be shared among all sensors,
it improves network availability and robustness against data
loss and fairly distributes energy consumption among all
sensors. Also, itmakes the process of gathering by the gateway
easy, which can connect to any of the BSN nodes to get all the
information.

As previously mentioned, we also assume that sensors
have cognitive capabilities; that is, they form a CBSN and
are able to identify free spectrum bands and adapt their
transmission parameters accordingly. Spectrum sensing can
be performed by each node on an individual basis or cooper-
atively. As the latter increases the probability of detection due
to space diversity [28], we have adopted such an approach in
this work.

In cooperative spectrum sensing, each sensor senses
the medium and exchanges its observations with the other
members of the network in order to agree on a given channel
for data transmission/reception. However, these control data
are exposed to many attacks [13], such as packet injection,
eavesdropping, or Denial of Service (DoS). Next, we describe
the attacker model and the specific attacks that can be
executed against CBSNs.

3.1. Attacker Model. In this work we focus on outsiders, that
is, external attackers that do not share any cryptographic
content with the gateway or the victim’s sensor nodes. If
the attacker nodes are part of the CBSN, they will have
access to the keying material and therefore will be able to
successfully eavesdrop and inject data. In any case, the design
of a mechanism to counteract this threat is out of the scope
of this work.

In the context of CBSNs, we can classify adversaries
according to the following criteria:

(i) Active or passive: a passive attacker can only eavesdrop
data, thus being able to access patient’s data and
violating his/her privacy. In its turn, an active attacker
aims at injecting or modifying data in order to send
fake reports on the state of the patient.

(ii) Type of attack includes the following:

(a) eavesdropping: unauthorized access to stored
data or to transmitted data among the CBSN
devices, thus violating the privacy of the patient,

(b) modification/injection: an attacker that may
alter the content of a packet transmitted by a
sensor or impersonate a sensor by forging a
packet; these attacks can be executed due to lack
of authentication and violate the integrity of the
CBSN communications,

(c) packet replay: an attacker that may capture a
packet that was previously sent by a sensor of
the network. Regardless of the fact that the
CBSN is using authentication mechanisms or
not, the packet will be accepted by the networks
if antireplay mechanisms are not provided,

(d) jamming: the adversary that disrupts the CBSN
communications by generating interfering sig-
nals.

(iii) Intentional or unintentional: the adversary can be
an external entity willing to cause damage to the
communications among sensors and the gateway or
can be an entity that unintentionally is causing inter-
ferences to those communications. As an example,
the patient of interest could be near another patient
with wearable sensors, which could inject fake reports
if data is not properly authenticated. Examples of
unintentional attacks could take place in a situation
where two patients bearing body sensors are hugging
and unconsciously exchange data. Or the patient
could be near a relative who is visiting him/her at the
hospital and carries any electronic device that causes
interferences to the CBSN.

It is important to remark that, in a CBSN where sensor
nodes establish communications using different channels
over time, these attacks can be extended to the control data
exchange among the devices of the CBSN. As an example, an
attacker may forge a report regarding the availability of the
channels, thus leading the CBSN to select a channel that is
suffering from high interferences or that is currently being
used by another service. Note that this attack can lead to a
DoS and the failure of the system in monitoring the patient’s
status. In its turn, eavesdropping of the control channel allows
an attacker to have knowledge of the channels to be used
by the CBSN. The attacker could take advantage of this
situation in order to easily disrupt the communications in
the network by performing a new DoS attack every time the
CBSN switches to a new channel.

The implementation of security mechanisms in a CBSN
[12] to counteract these attacks is specially challenging due
to the limited capabilities of CBSN’s nodes. In the following
section, we describe a simple method to secure the process
of channel selection in CBSNs. The proposed mechanism
is suited for networks with extremely constrained-resources
devices, since it makes use of lightweight cryptographic
functions and minimizes the added transmission/reception
overhead.
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4. Securing Sensing Data and
Channel Selection in CBSNs

In the following we present a mechanism for securing the
exchange of sensing data and the channel selection process
in CBSNs. Section 4.1 outlines the assumptions considered in
thiswork regarding the networkmodel and, in Section 4.2, we
describe the protocol operation. For ease of understanding,
we present the terminology used along this section as follows:

CTR
𝑀
: medium-term session counter (𝑚 bits),

CTR
𝑆
: short-term session counter (𝑚 bits),

𝐷
𝑢

𝑖
: data sensed by node 𝑢 during period 𝑖 (𝑙 bits),

ID𝑢: link-layer identifier of node 𝑢 (𝑚 bits),
𝐾
𝑢

𝑖
: keystream to encrypt and authenticate data for

node 𝑢 during period 𝑖 (𝑟 bits),
KM: keying master,
𝑙: length of the data sensed by a given node during a
given period,
𝑚: length of the hash output and all the secrets,
𝑁: number of nodes in the network,
𝑝: number of keystreams𝐾𝑢

𝑖
obtained from a 𝑆𝑢 (𝑝 =

𝑚/𝑟), defining the number of sensing periods before
updating 𝑆𝑢,
𝑟: length of the keystreams 𝐾𝑢

𝑖
, which must be a

divisor of𝑚,
𝑆
𝐿
: long-term globally shared secret (𝑚-bits),
𝑆
𝑀
: medium-term globally shared secret (𝑚-bits),
𝑆
𝑠,𝑖
: long-term secret shared between the KM and

node 𝑖; it is used to update 𝑆
𝐿
in case it is compro-

mised,
𝑆
𝑢: short-term shared secret with node 𝑢.

4.1. Assumptions. Although the proposed protocol is
designed to be implemented in heavily constrained devices,
we work under the assumption that such devices have at least
the following capabilities:

(i) Compute a hash function with an output length of𝑚
bits.

(ii) Temporally store in its randomaccessmemory at least
𝑚 ⋅ (𝑁 + 3) bits, with 𝑁 the number of nodes in the
network. As we detail later in Section 4.2, each node
must keep a short-term shared secret for each of the
N nodes in the network (including itself) and three
more long-term and medium-term secrets, each one
with length of𝑚 bits.

(iii) Sensor nodes use a synchronization protocol that will
be used to share a global short-term session counter
and a medium-term session counter among all nodes
(see Section 4.2). Given the low transmission rate of
sensor networks, existing synchronization schemes
[29] provide enough precision for this purpose. We
assume that the chosen protocol provides recovery

methods upon loss of synchronization. How syn-
chronization is achieved will strongly depend on the
chosen protocol, but if the latter requires a master
node for providing synchronization, the gateway of
the BSN could play this role.

To the best of our knowledge, the former requirement can
be assumed even in very constrained devices. As shown in
[30], there are several lightweight hash functions that can
be integrated into a sensor mote. The latter may not be
harder to achieve. As detailed in Section 4.2, during every
sensing period each node stores one secret per member of
the network, a globally shared secret, and two counters, all
of them with the same length 𝑚 as the hash output. If we
consider a typical hash function with an output of 128 or 256
bits and a network with tens to hundreds of sensors, the RAM
requirements for sensor nodes are just bounded to a few tens
of kilobytes.

4.2. Protocol Operation. Before deploying the CBSN, every
sensor nodemust be preloaded by a keyingmaster (KM)with
the following data:

(1) The set of channels that the sensor will have to sense
in the cooperative sensing process.

(2) A long-term and globally shared secret 𝑆
𝐿
of 𝑚 bits

(the hash output length).
(3) A long-term secret 𝑆

𝑠,𝑖
shared between the KM and

node 𝑖 that will be used to update the globally shared
secret 𝑆

𝐿
in case it is compromised.

The KM is an external device, which is not a member of
theBSN.Typically, this role is played by the device responsible
for gathering data from the sensors or gateway (e.g., a smart
phone or a tablet).

Upon deployment of the network, every node derives a
medium-term globally shared secret 𝑆

𝑀
by hashing the XOR

of the long-term secret 𝑆
𝐿
and a counter. The generation

process of 𝑆
𝑀

is clearly depicted in Figure 3. This process is
periodically repeated with an updated value of the medium-
term counter in order to protect the secret against a potential
attacker. Details about how often this process should be
carried out and the attacker capabilities are provided in
Section 5.

As shown in Figure 4, each node generates a set of
random sequences of 𝑚 bits: one for the node itself and one
for each other node in the network.These random sequences,
𝑆
𝑢, with 𝑢 the node identifier, are obtained by hashing the
XOR of the link-layer identifier of the node ID𝑢, themedium-
term shared secret 𝑆

𝑀
, and a short-term session counter

CTR
𝑆
.

Therefore, our proposalmakes use of three types of shared
secrets:

(i) A short-term per-node shared secret 𝑆𝑢 (one per each
node in the network) used for encryption, decryption,
and authentication of data.

(ii) Amedium-term globally shared secret 𝑆
𝑀
that is used

to derive the short-term per-node shared secrets 𝑆𝑢.
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(iii) A long-term globally shared secret that is used to
derive a new 𝑆

𝑀
when the current one is about to

expire.
As clearly denoted in Figure 5, each sequence 𝑆𝑢 is divided

into 𝑝 fragments of 𝑟 bits, which we will be denoted as 𝐾𝑢
𝑖
,

each one being used as keystream to encrypt and authenticate
data for node 𝑢 in period 𝑖. As per this behavior, a new short-
term shared secret must be derived every 𝑝 sensing period.

When a node performs spectrum sensing, it generates a
binary sequence 𝐷𝑢

𝑖
of 𝑙 bits that stores the availability of the

different channels. The length of such sequence 𝑙 will depend
on the number of bits used to code the state of each channel
and the number of channels. As an example, the simplest way
would be to use just a single bit for coding each channel, with
value “0” if the channel is occupied and “1” otherwise. If more
precise information about the quality of channels is needed
(i.e., high, medium, low, and very low quality), more bits can
be used to code the channel state.

During a sensing period 𝑖, each node must send to
its neighbors its own sensing information but also it must
process the information received from its neighbors to reach
a joint decision.

In order to send its own sensing information, node 𝑢 will
make use of the corresponding keystream 𝐾𝑢

𝑖
: the first 𝑙 bits

of the keystream will be used to encrypt channel information
𝐷
𝑢

𝑖
by means of a XOR addition; the remaining 𝑟 − 𝑙 bits are

left unchanged and will be used to provide message authen-
tication, as illustrated in Figure 5. The resulting sequence 𝐶𝑢

𝑖

will be sent to all the other nodes.

To verify the authenticity and decrypt the content of the
packets that have been sent by a given neighbor 𝑢, a node
will XOR the sequence 𝐶𝑢

𝑖
of the received packet with the

keystream 𝐾𝑖
𝑢
, as depicted in Figure 6. If the last 𝑟 − 𝑙 bits

of the resulting sequence are not all 0 s, the authentication
fails and the entire packet is discarded. Otherwise, channel
information can be recovered from the first 𝑙 bits resulting
from the XOR addition.

The above described process is applied for each neighbor-
ing node 𝑢. Then, the channel reported by a larger number of
neighbors will be selected for the operation of the network.
Note that because more than one channel may be reported by
the same amount of nodes, a tie-break mechanism is needed
to guarantee that the process leads to equal results in all
nodes. One simple approach that could be used is to select
the channel with the highest identifier. However, this would
lead to a lower usage of channels with lower identifiers and
therefore to providing the attacker with valuable information
about channel usage in the CBSN. As a consequence, we
propose to use a tie-break method that relies on the format
of𝐷𝑢
𝑖
.

Recall that a fundamental characteristic of this protocol
is that there is no central entity that is known and trusted by
all sensors. This makes the protocol suitable for unattended
scenarios, and it also makes it more efficient in terms of data
transmitted through the network, because no information is
sent regarding which channels have to be sensed or which
channel is finally selected. Instead, sensors are deployed
with all the information needed to perform the sensing in
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a distributed way and make a joint decision autonomously.
Thus, there is no need for additional mechanisms to be used
when a new node joins the network. In this case, the new
node needs to synchronize with the rest of themembers to get
the proper value of the session counters by making use of the
corresponding protocol. However, when a node is expelled
from the network because it has been compromised, new
cryptographic material must be generated and distributed
among the remaining nodes. The KM is responsible for
triggering this process and communicates with each sensor
node to update the shared long-term secret 𝑆

𝐿
. Note that

because the KM shares a different secret 𝑆
𝑠,𝑖
with each node 𝑖,

it can securely distribute the new value of 𝑆
𝐿
. Upon reception

of 𝑆
𝐿
, each node should perform again the initialization

process described at the beginning of this section.

5. Security Analysis

The security of the proposed method relies on the shared
secrets used to derive the keys and perform encryption and
authentication of channel availability data. As long as these
secrets are not compromised, data confidentiality can be
ensured; that is, an attacker might not be able to get the list
of channels to be used in the CBSN. Besides, the method
must prevent an attacker from injecting fake data into the
system. These issues are discussed as follows. In Section 5.1,
we analyze how often the shared secrets should be updated in
order to guarantee a proper protection against cryptanalysis;
next, in Section 5.2, we evaluate the packet authentication
method used in our proposal in terms of probability of
bypassing the authentication check.
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5.1. Shared Secrets Lifetime. As previously mentioned in
Section 3.1, for this analysis, we are assuming that attacks
come from external entities and therefore attackers are not
able to obtain the cryptographic material that is stored in the
body sensors. In the context of this proposal, the lifetime of
each of the shared secrets is the interval in which these secrets
are considered computationally safe against cryptanalysis,
that is, their cryptoperiod.

The cryptoperiod straightly depends on the chosen cryp-
tographic protocols, the length of the secrets themselves, and
the amount of times they are used. The more a given secret is
used, the shorter its cryptoperiod is, as an attacker gets more
information about this secret and therefore the probability of
a successful cryptanalysis increases. In fact, cryptoperiod is
defined more in terms of the number of times a given secret
or key is reused (the amount of ciphertext exposed to an
attacker for a given secret/key) than as a given time period,
which strongly depends on the transmission rate of the sensor
nodes.

Recall the three types of shared secrets used in the
proposed method:

(i) Short-term per-node shared secrets: one secret 𝑆𝑢 per
source node that is used to lightweight encrypt,
decrypt, and authenticate the channels’ sensed data.

(ii) Medium-term globally shared secrets: globally shared
secret 𝑆

𝑀
that is used to derive the short-term per-

node shared secrets 𝑆𝑢.
(iii) Long-term globally shared secret: this being the ini-

tially preloaded secret 𝑆
𝐿
that is used to derive a new

medium-term globally shared secret 𝑆
𝑀

when the
current one is about to expire.

As clearly denoted in Figure 5, our approach operates, in
some manner, as an additive stream cipher. It is well known
that stream ciphers are considered to be secure as long as the
key is never reused and, thus, our cipher will be secure if a
given value 𝑆𝑢 is not repeated. As a result, 𝑆𝑢must be updated
every 𝑝 = 𝑚/𝑟 sensing period, with 𝑝 the renewal period,
𝑚 the length of the shared secret 𝑆𝑢, and 𝑟 the amount of
transmitted bits (sensing data) in a sensing period that are
encrypted with 𝑆𝑢.

Recall that, in our proposal, the per-node key used for
encryption 𝑆𝑢 is generated by means of a hash function. A
second requirement is that this function must be crypto-
graphically secure. Note that if the hash function does not
accomplish it, an attackermight be able to reverse it, that is, to
get the input of the hash function given an output, meaning
that, in our proposal, an attacker would be able to recover
the value of the medium-term globally shared secret 𝑆

𝑀
(see

Figure 4).
A cryptographically secure hash function with an output

of 𝑚 bits can offer a security level of 2𝑚 operations against
preimage attacks and 2𝑚/2 against collision attacks. Generally
speaking, a minimum output of 128 bits is required in order
to provide a high level of security for most applications
but shorter lengths are accepted if the number of generated
messages in a given period is limited, as it is the case of low-
rate networks. In Section 6, we propose several lightweight

hash candidates with an output of 128 bits; that is to say,
we can assume that it is computationally unfeasible for an
attacker to invert the hash function and thus to predict the
value of 𝑆𝑀 as long as it is updated before exceeding its
cryptoperiod, which has an upper bound of 2𝑚/2 = 264 uses.

The long-term globally shared secret 𝑆
𝐿
is only used to

update the current medium-term globally shared secret 𝑆
𝑀
.

Because 𝑆
𝑀
is not updated very often, it is very unlikely that

an attacker manages to obtain several values of 𝑆
𝑀
to reverse

the hash function and recover 𝑆
𝐿
. As a result, we can assume

that the 𝑆
𝐿
cryptoperiod is long enough and there is no need

to update the secret during the nodes’ lifetime.

5.2. Authentication. A cryptogram 𝐶𝑢
𝑖
of sensing data con-

tains an authentication field of 16 bits that is checked upon
reception (see Figure 6). Consequently, an attacker has a
chance of 1 in 216 of guessing the next authentication field,
which allows it to forge a valid authentication field and inject
fake data. Note that this attack can lead the CBSN to wrong
decisions about the availability of the spectrum.

If the attacker repeatedly attempts to send valid cipher-
texts, it may succeed after 215 attempts, in average. Because
the attacker does not know 𝑆𝑢, the authentication field
appears to it as a random stream and therefore it must select a
fake authentication field at random. Besides, the attacker can-
not determine whether a given ciphertext has been accepted
or rejected because the receiver does not acknowledge the
reception of such packets to the emitter. Otherwise, the
attacker could take advantage of this information in order to
guess a valid authentication field in a faster way.

In conventional networks, 215 packets may seem an
extremely low number but it may provide an adequate level
of security in CBSNs. In these networks, the attacker can only
send fake packets during the sensing periods, which is in the
order of a few milliseconds in most cognitive scenarios [31].
Moreover, as previously stated in Section 1, transmission rates
in BSNs are considerably low, with values usually ranging
from tens to a few hundred of kilobits per second.

As an example, let us consider a 1Mbps link, a sensing
period of 10ms, and a packet size of 10 bytes (which is clearly
bigger than the typical packet size in sensor networks). Given
these parameters, an attacker would only be able to send 125
packets at most in every sensing period. That is to say, the
attacker would need an average of 262.144 sensing periods to
send a fake packet and pass the authentication check.

6. Cost Evaluation and Comparison
with Other Approaches

In this section, we evaluate the cost of our proposal in
terms of energy consumption due to transmission overhead
and computational cost and compare its performance with
the most common approach adopted in sensor networks
[32], which is providing authentication and/or encryption of
the channel sensing data by means of using standard block
ciphers. As is well known, block ciphers have as input the
message to be encrypted or authenticated, which is divided
into several blocks of fix length and a key. Both the block
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length and the key length depend on the algorithm being
used. Regardless of the algorithm, block ciphers can be used
in several modes of operation depending on the service to
be provided, that is, encryption only, authentication only, or
encryption/authentication. Generally, the followingmodes of
operation are applied.

Authentication. CBC-MAC is a block cipher mode for gen-
erating message authentication codes. The message to be
authenticated is divided into several blocks of equal size, and
each block is encrypted so that the value of a given block
depends on the encryption of the previous block. The final
output of the cipher, that is, the message authentication code
or CBC-MAC, is the result of encrypting the last block of the
message. When the input of the cipher is shorter than the
block size (as it is usually the case in sensor networks), the
CBC-MAC can be obtained by directly encrypting a single
block, padded until the block size of the cipher is reached.

Encryption. CTRmode of operation turns a block cipher into
a stream cipher, meaning that the resulting ciphertext has the
same size as the input or plain text.Thus, it does not force the
output length to be amultiple of the block size, as it is the case
of other modes such as CBC-MAC.This property makes this
mode of operation suitable for encryption in sensor networks
where devices usually exchange short-length messages.

Authentication+Encryption. CCM (CTR + CBC-MAC) is a
common choice for providing both encryption (CTR) and
authentication (CBC-MAC) [19]. Aminor variation of CCM,
called CCM∗, is used in the ZigBee standard [7].

In this work, we assume that Advanced Encryption
Standard (AES) in CTRmode is used for encryption andAES
CBC-MAC for authentication, as it is the current standard
for symmetric cryptography, even in sensor nodes [33].
Currently, there are efficient hardware implementations of
AES that are highly affordable.

Regarding hardware platforms, the vast majority of pre-
vious works on BSNs have used the 16-bit Texas Instruments’
(TI) MSP430 and CC2540 families of microcontrollers [34].
Built around a 16-bit CPU, ultra-low-power MSP430 micro-
controllers are designed for low cost and, specifically, low-
power consumption embedded applications. As an example,
TI’s CC2540 family [35] enable robust Bluetooth low energy
(BLE) network nodes to be built with low total bill-of-
material (BOM) costs. BLE operates in the same spectrum
range (2.400GHz–2.4835GHz ISM band) as classic Blue-
tooth technology but uses a different set of channels; instead
of 79 1MHz channels, BLE offers 40 2MHz channels, 3 for
advertising purposes and 37 for data exchange.

6.1. Transmission/Reception Overhead. In this section we
analyze the overhead introduced by our proposal in terms
of transmission/reception of channel availability data and
compare it with the overhead exhibited when conventional
approaches are used for data encryption/authentication, as
explained above. We assume that all sensors are capable of
sensing a given set of channels and report information about
their state.

With our proposal, the minimum number of transmitted
bitswill dependon the number of channels that a given sensor
is reporting, the number of bits used to code the state of
each channel, and the length of the authentication code. As
explained in Section 5.2, a length of 16 bits is enough to secure
most applications in WSNs and, thus, we have assumed this
value for the authentication field.This leads to a total amount
of Bits

𝑡𝑥
= 𝑙 + 16 of transmitted bits, where 𝑙 represents the

total number of bits used to code all possible channels, and
Bits
𝑡𝑥
= (𝑛 − 1)Bits

𝑡𝑥
received bits, representing the number

of bits received by a given sensor from its neighbors.
Aiming to provide a fair comparison, we choose the same

key length for block ciphers and for our proposal, that is to
say, a 128-bit key. The transmitted bits overhead added by
AES CBC-MAC authentication is 128 bits (for a semantically
secure implementation also an IV or nonce must be shared
between emitter and receiver, so that the overhead can be
higher). Regarding encryption, the number of transmitted
bits is equal to the number of bits 𝑙 used to code the state of the
channels, but it also requires the use of a nonce, with a length
equal to half of the key length, that is, 64 bits per message.

During every sensing period, every node must transmit
a packet with sensing information but also must process the
packets received from its neighbors. Table 1 and Figure 7,
respectively, show the transmission and reception overhead
due to the secure sharing of sensing information using both
standard block ciphers and our proposal. The values are
provided as a function of the number of bits 𝑙 used to code
the state of the channels and the number of nodes𝑁, ranging
from 5 to 30. Given that the considered scenario is a body
sensor network, this is more than a reasonable value, since
a patient wearing more than 30 sensors may be an unlikely
situation.

The reader may notice that the overhead introduced
by this mechanism increases linearly with the number of
nodes for both approaches. However, with the proposed
method the transmission/reception overhead is considerably
reduced with respect to the use of standard block ciphers
while still maintaining an acceptable level of security. In
fact, the more the nodes in the CBSN, the bigger the
improvement introduced by the former. As wewill show later,
the transmission/reception savings lead to a huge saving also
in energy consumption.

6.2. Computational Cost. In this section, we provide a com-
parison of the CPU cost in cycles due to the implementation
of the cryptographic functions.

If AES is used, the total cryptographic cost per node
for securing the exchange of sensing data equals the cost
of one encryption and 𝑁 − 1 decryptions. Assuming
the Texas Instruments’ reference AES-implementation for
CC2540 microcontrollers [36], AES encryption needs 6600
cycles/block and AES decryption 8400 cycles/block.

With our proposal, the energy consumption has three
components: the computation of the different sequences 𝑆𝑢

𝑖

with the hash function before the sensing period begins, the
XOR of the keystream 𝐾𝑢

𝑖
with the sequence 𝐷𝑢

𝑖
that signals

the availability of channels, and the XOR of the sequences 𝐶𝑢
𝑖

received from neighbors with the precomputed 𝑆𝑢
𝑖
.Therefore,
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Table 1: Transmission overhead.

𝑙 (bits) Overhead
(bits)

Authentication only (CBC-MAC)
16 128
32 128
64 128

Encryption only (CTR)
16 80
32 96
64 128

Authentication and encryption (CCM)
16 208
32 224
64 256

Authentication and encryption (our proposal)
16 32
32 48
64 80
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Figure 7: Reception overhead for a varying number of nodes𝑁.

a nodemust compute𝑁 hashes and perform𝑁XORs to send
channel information and process the reports received from its
neighbors.

As per [37] XORoperationwith aMSP430 accounts for 4-
5 cycles/byte. Assuming a 128-bit hash function and the worst
case, every XOR in our proposals accounts for 5 ⋅ 16 = 80
cycles. As previously explained in Section 5.1 we suggest the
use of a lightweight cryptographic hash function specifically
suited for low-end devices with an output of 128 bits. Table 2
depicts the number of CPU cycles per block needed [38]
for two potential candidates. As clearly seen in the table,
computing one of these hash functions requires only a few
tens of cycles/block. In the following, for this analysis we will

Table 2: Cycles per block for different cryptographic hash functions.

Algorithm Hash output size Cycles/block
(Stripped) MAME 128 96
H-PRESENT-128 128 32

consider the (stripped) MAME hash function, as it is a pure
hash function that does not rely on a symmetric cipher and
requires more CPU cycles (worst case).

Taking into account the previous data, Figure 8 shows
the CPU cycles consumed with both our proposal (with a
MAME hash function) and standard AES-128 security. It can
be clearly seen that our proposal scales much better with
the number of nodes while still providing an appropriate
level of security. We do not provide values for the process
time, that is, the time needed for key generation, encryption,
decryption, and data authentication, but the number of CPU
cycles required to execute each function. In this way, time
values can be obtained for a particular sensor node according
to its CPU features.

6.3. Total Energy Cost. Table 3 provides the transmission and
reception energy consumption of a TI’s CC2540 microcon-
troller for different modes and values of transmission power.
The displayed values have been tested under 25∘C.We do not
have values for in-body conditions (≈38∘C) but we present
these data for reference purposes. In any case, this fact only
affects the energy consumption for receiving/transmitting.
Note that the total cost in terms of energy is much higher,
since it should also account for duty cycles, state changes, and
other parameters [39].

There is no single specific “energy per CPU cycle” value
since the cycle consumption depends on the type of CPU
operation. Anyway, in [34], the authors measured that the
TI’s MSP430F1611 consumes energy at an average of 0.72 nJ
per clock cycle, and we have adopted such value in our study.

Figure 9 shows the total average energy consumption, as a
function of the number of neighboring sensor nodes and the
number 𝑙 of bits used to code the channels, for the proposed
mechanism and standard approaches: CCM (authentication
and encryption), CTR (encryption only), and CBC-MAC
(authentication only). We have assumed standard reception
and short-range transmission of −6 dBm (see Table 3).

As clearly denoted in the figure, ourmethod only requires
a few tens of 𝜇J regardless of the number of sensor nodes,
while AES-based security requires higher values of energy
ranging from 35 𝜇J to almost 240𝜇J when encryption and
authentication are provided and for 30 sensor nodes. The
more the number of sensor nodes, the bigger the improve-
ment introduced by our proposal.

It must be remarked, however, that the purpose of this
figure is to provide reference values to be taken into account
for future implementations. Besides, the level of security pro-
vided by our method is lower than AES-based methods but
still ismore than adequate given the features of CBSNs (trans-
mission rate, number of sentmessages, etc.) and given the fact
that the data we are trying to protect are just a limited number
of potential channels to be used for operation of the network.
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Table 3: Current/energy consumption for RX/TX tested on Texas
Instruments CC2540 EMwith 𝑇

𝐴
= 25
∘Cwith no peripherals active

and low MCU activity at 250 kHz.

Test conditions Current Energy/byte
RX standard 19.6mA 58.8 nJ
RX high gain 22.1mA 66.3 nJ
TX −23 dBm 21.1mA 63.3 nJ
TX −6 dBm 23.8mA 71.4 nJ
TX 0 dBm 27mA 81 nJ
TX 4 dBm 31.6mA 94.8 nJ
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Figure 8: Added CPU cycles for a secure exchange of sensing data.

Indeed, thismechanism introduces some overhead due to
spectrum sensing and sharing of channel information and, as
we pointed out above, the overhead increases linearly with
the number of nodes in the network. The synchronization
protocol adds some overhead too, but the increase will
strongly depend on the chosen protocol. In [29], some
protocols with high energy efficiency are referenced, which
could be used in our proposal.

Despite it, we claim that it is definitely worth introducing
this overhead to increase the availability of the network and
make it robust to potential interferences and DoS attacks.
Under these undesired situations, the current channel used
by the CBSN may become unavailable, but the proposed
method allows the nodes to securely agree on a new channel
of operation and rapidly resume their transmissions. It must
be remarked that securing channel availability information
may prevent or at least diminished the effect of further DoS
attacks when switching to a new channel.

We do not quantify the benefits of applying our method
in terms of attack mitigation because it strongly depends on
the capabilities of the attacker (time required for sensing each
channel, number of channels that can sense, etc.). As a future
work, it would be interesting to estimate the improvement
achieved by our approach in terms of throughput of the
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Figure 9: Added energy costs for a TI’s MSP430F1611 with a TI’s
CC2540 microcontroller.

CBSNs connections and the tradeoff between benefits and
overhead.

7. Conclusions

Body sensor networks (BSNs) emerge as an optimal solution
for ensuring constant and remote monitoring of the health
status in patients. Recent advances in technology have made
it possible to deploy a network of tiny sensors over the human
body, and even in body, which can measure vital signs such
as temperature, heart rate, or the level of glucose and report
these data to medical personnel.

Guaranteeing the availability of such communications
is a must as long as connectivity losses during emergency
situations may prevent a patient from immediately receiving
medical assistance and may end up in catastrophic results.

A new network paradigm, known as cognitive body sen-
sor networks (CBSNs), could mitigate this threat by allowing
body sensors to operate in a wide range of frequencies
and adapt its transmission parameters according to highly
dynamic environment conditions. However, this would come
at the expense of implementing cooperative spectrum sensing
mechanisms that allow sensors to exchange information
about channel quality and availability. As a consequence,
CBSNs might become vulnerable to specific attacks that are
targeted to these mechanisms.

In this paper we presented a novel and simple method
to secure the sensing process in a CBSN and improve its
availability. The method relies on cryptographic primitives
that require a minimum amount of memory and low energy
consumption, thus beingmore suited for devices with limited
resources than traditional approaches. It offers authentication
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and encryption of control data shared by the sensors in the
CBSN to agree on a given channel.

Our proposal was analyzed in terms of security and we
showed that although it does not provide the same level of
security as AES-based encryption and authentication, it is
still sufficient for low packet rate networks such as CBSNs.
The provided results also showed that our method outper-
forms existing approaches in terms of transmission/reception
overhead and number of CPU cycles needed, particularly as
the number of sensor nodes increases. For typical microcon-
trollers as CC2540 and MSP430, the improvement in energy
consumption clearly justifies the use of the proposed method
against AES-based mechanisms in constrained networks
such as CBSNs, in which maximizing the network life is
extremely important.
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