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Abstract

This paper analyzes the fleet mixed vehicle-routing problem with backhauls, a rich and realistic variant of the popular vehicle-routing problem in which both delivery and pick-up customers are served from a central depot using a heterogeneous and configurable fleet of vehicles. After a literature review on the issue and a detailed description of the problem, a solution based on a multistart biased-randomized heuristic is proposed. Our algorithm uses an iterative method that relies on solving a series of smaller instances of the homogeneous-fleet version of the problem and then using these subsolutions as partial solutions for the original heterogeneous instance. In order to better guide the exploration of the solutions space, the algorithm employs several biased-randomized processes: a first one for selecting a vehicle type; a second one for sorting the savings list; and a third one to define the number of routes that must be selected from the homogenous-fleet subsolution. The computational experiments show that our approach is competitive and able to provide 20 new best-known solutions for a 36-instance benchmark recently proposed in the literature.
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1. Introduction

Road transportation is the predominant way of transporting goods in many world regions. This explains the relevance of rich and real-life vehicle-routing problems (VRPs), since efficient route planning can significantly reduce transportation costs and offer a better service to customers (Caceres et al., 2014). This paper analyzes the fleet mixed vehicle-routing problem with backhauls (FSMVRPB), in which both delivery and pick-up customers are served from a central depot using a heterogeneous and configurable fleet of vehicles. This rich and realistic variant combines the aspects...
of two well-known VRP versions, that is, the fleet size and mix VRP (FSMVRP), initially described in Golden et al. (1984), and the VRP with backhauls (VRPB), introduced in Golden et al. (1985).

The FSMVRP relates to finding the best fleet composition considering that vehicle costs can be divided into fixed and variable ones. Fixed costs are directly allocated when a vehicle of certain type is assigned to a route—despite the characteristics of the assigned route—whereas variable costs might depend upon the type of vehicle employed and the route length. The objective here is the minimization of the total costs required to deliver the ordered products to the customers. Having to deal with heterogeneous fleets is quite usual in most practical situations. In fact, when considering fixed and variable costs, even two vehicles with the same capacity can be considered as different—in terms of costs—due to factors such as depreciation, insurance, maintenance, or operating costs (Hoff et al., 2010). In the VRPB, customers are also allowed to return goods to the depot, although it is assumed that each specific customer cannot receive and return items simultaneously—if that were the case, it would be considered as two different customers during the problem-modeling process.

In a recent work, Salhi et al. (2013) introduced the combined problem, motivated its importance, and proposed a solving approach for the FSMVRPB. These authors also proposed a new set of 36 instances for benchmarking purposes. Following their seminal work, this paper offers a review of related work and proposes a multistart biased-randomized heuristic to solve the FSMVRPB. Our algorithm uses an iterative method that relies on solving a series of smaller instances of the homogeneous-fleet version of the problem and then using these subsolutions as partial solutions for the original heterogeneous instance. Also, the algorithm employs several biased-randomized processes in order to better guide the search process.

The remainder of the paper is organized as follows. Section 2 reviews the related works. Section 3 provides a description of the FSMVRPB. Section 4 explains the main ideas of our algorithm. Section 5 describes the pseudo-code details—which might be especially useful for implementation purposes. Section 6 contains the computational experiments carried out in order to test the efficiency of our approach. Finally, Section 7 summarizes the main contributions of our work.

2. Literature review

The FSMVRPB considering both fixed and variable costs was formally introduced by Salhi et al. (2013). Before that, Tüüncü (2010) analyzed a simplified version of the problem including heterogeneous fleet as well as fixed and variable costs, but without considering the fleet size and mix component—that is, the fleet size and composition was given in advance. Our work follows the one by Salhi et al. (2013) and since no other previous work in the literature has examined the FSMVRPB, we will review separately the two components of the problem: the VRPB and FSMVRP.

2.1. The VRP with backhauls

The most common and intuitive approach described in the literature to solve this problem has the following scheme: (1) solving the linehaul problem; (2) solving the backhaul problem; and (3) combining both partial solutions into a global one. The first two subproblems are, in fact,
the same problem, whereas the third one is exclusive of the backhauling variant. One of the first methods proposed to solve the VRPB was designed by Deif and Bodin (1984). These authors follow the aforementioned sequential approach and explore the solutions space by adapting the popular savings heuristic (CWS) developed by Clarke and Wright (1964). The savings list used by the CWS heuristic is adjusted to the VRPB case. This is done by incorporating the so-called precedence constraint, that is, backhaul customers cannot be visited until all deliveries have been completed. The criteria for the selection of the interface edge (the one connecting the linehaul route with the backhaul route) is critical in this scenario, since it can tremendously improve the quality of each solution.

A similar approach is presented in Golden et al. (1985), who proposed a heuristic procedure based on the insertion principle: routes are initially generated for linehaul customers; then, backhaul customers are inserted into routes according to an insertion criterion. They use a penalty factor to impose the precedence constraint. This penalization forces the backhaul route to be introduced at the end of the linehaul route. Goetschalckx and Jacobs-Blecha (1989) proposed an algorithm that makes use of a mapping method to introduce the precedence constraint and generate two required clusters, one for linehaul customers and another one for backhaul customers. The two sequences are managed separately to create feasible routes, and then routes are merged. Another approach, proposed by Goetschalckx and Jacobs-Blecha (1993), is classified as a “cluster-first-and-route-second” algorithm. The cluster creation is managed as a generalized assignment problem and the route creation as a travelling salesman problem with the constraint that only one interface from delivery to pick-up points is permitted in each route. As explained before, the best sequence of customers’ visits in the route is highly dependent on the selection of the link interface. Using the same cluster-first-and-route-second logic, Anily (1996) introduced another algorithm in which the clustering phase is accomplished by a modified circular partitioning heuristic. Once the customers are assigned to clusters, the process continues with the construction of travelling salesman tours through all the clusters (either linehaul or backhaul but not both). Finally, linehaul clusters are linked to backhaul clusters, and a route generation phase is initiated in order to determine the optimal connections between the depot and the clusters. The popular sweep algorithm from Gillett and Miller (1974) can be classified into this type of cluster-first-and-route-second approaches. Also, Toth and Vigo (1999) proposed another heuristic based on a K-tree Lagrangian relaxation formulated by Fisher (1994) to the VRP. They introduce the idea of asymmetric costs between two customers, and make use of lower bounds produced by a Lagrangian approach.

Some other methods designed for the general VRP can easily include the precedence constraint. This is the case of the improvement/exchange heuristics, which add the restriction that linehaul and backhaul customers should not be mixed during the process. In this direction, we can consider 2-opt and 3-opt procedures proposed by Lin (1965), which can be easily applied separately to the sets of linehauls and backhauls within each route.

VRPB literature since 2000 is extensively focused on metaheuristic methods. In this context, Osman and Wassan (2002) developed a tabu search (TS) algorithm. They solve the problem by using a metaheuristic based on savings, insertion, and assignment approaches. Brandão (2006) proposed a similar solution with his TS algorithm. Wassan (2007) designed a TS enhanced by adaptive memory programming. Ropke and Pisinger (2006) analyzed the VRPB as an extension of the rich pick-up and delivery problem with time windows. They presented a large neighborhood search heuristic to solve it. A detailed new classification of the problem was introduced by Parragh et al. (2008). Different
backhauling strategies using ants are compared in Reimann and Ulrich (2006). Wassan et al. (2009) and Gajpal and Abad (2009) proposed an ant colony system to solve the VRPB. Tüttüncü et al. (2009) proposed a decision support system based on a greedy randomized adaptive search with memory programming (GRASP). Zachariadis and Kiranoudis (2012) proposed a metaheuristic local search approach where different customer sequences were exchanged. Cuervo et al. (2014) proposed an iterated local search algorithm that produces high-quality results.

In recent years, environmental issues have attracted the attention of many researches due to the potential reduction of gas emissions and therefore costs. This result can be achieved by combining pickups and deliveries in the same route to avoid empty vehicles during the return-to-depot stage. This characteristic has been analyzed in papers such as Berbeglia et al. (2010), Ubeda et al. (2011), and Sheu and Talley (2011). Similarly, our literature review on the VRPB can be complemented with the extensive review completed by Toth and Vigo (2014).

2.2. Fleet size and mix vehicle-routing problem (FSMVRP)

In the FSMVRP, all customers receive materials from the depot. The problem has several variants depending on the assumptions made on the fleet size (either limited or unlimited) and the consideration or not of both fixed and variable costs.

The FSMVRP was introduced by Golden et al. (1984) and considers variable costs. These costs are computed as the distance traveled. In this case, a limited fleet size is considered. These authors use a constructive heuristic based on the aforementioned saving heuristic. Using a similar cost structure and fleet configuration, several authors have used TS algorithms for solving the FSMVRP (Gendreau, 1999; Osman and Wassan 2002). Taillard (1999) applies the column generation method to obtain homogenous routes for all kind of vehicles. Then, he solves the set partitioning problem to obtain the final solution by ensuring that each node is visited exactly once. Renaud and Doctor (2002) apply a similar algorithm, but with some improvements.

Choi and Tcha (2007) use a column generation method to solve the problem. Liu and Shen (1999) apply a genetic algorithm and Subramanian and Penna (2012) implement a hybrid algorithm by combining an iterated local search and a set partitioning mechanism. Some authors also consider variable costs, as in Salhi et al. (2013). Taillard (1999) adopts a similar approach. The goal for the version of the problem when the fleet size is limited is to obtain a suitable utilization of the existing fleet. Taillard (1999) adapts his algorithm to the limited fleet version. Tarantilis et al. (2003) obtain and initial solution with a constructive heuristic, achieving improvements through random movements that are evaluated following different criteria. They use a simulated annealing methodology. Finally, excellent reviews on this problem can be found in Baldacci et al. (2008) and Hoff et al. (2010).

3. Problem description

The FSMVRPB model considered in this article is an extension of the model proposed in Salhi et al. (2013), being the main difference that in our model not only fixed but also variable costs associated to each vehicle can be taken into account. Our model also extends the model of Lee et al. (2008) by
incorporating the presence of backhauls. Consider a graph $G = (V, A)$, where $V = \{v_0, v_1, \ldots, v_L, v_{L+1}, \ldots, v_n\}$ is a set of nodes including the depot, $v_0$, $L$ delivery customers, and $B = n - L$ pick-up customers; and $A$ is a set of arcs connecting those nodes. Each arc $(i, j) \in A$ is associated with a travel distance $d_{ij}$ that is known in advance. Located at the depot, there is a heterogeneous fleet of vehicles of $K$ different types. The capacity of each vehicle $\nu$ is denoted by $Q_\nu$. Also, each vehicle $\nu$ has both fixed costs, $f_\nu$, as well as variable costs, $c_\nu$. Each customer $i$ has an associated demand $d_i$. The goal of the FSMVRPB is to design a set of routes minimizing total costs (fixed plus variable ones) of serving the customers (both linehauls and backhauls) subject to the following constraints: (1) each route is assigned to exactly one vehicle; (2) each route departs from the depot, serves its assigned customers, and returns to the depot; (3) each customer is visited once by exactly one vehicle; and (4) the maximum load carried by each vehicle during a route cannot exceed the vehicle capacity.

4. Overview of our solution methodology

This section offers an overview of the approach we have developed to solve the FSMVRPB, which integrates some methods and techniques developed in our previous works (for different VRP variants) and then adds a final combination stage in which different routes are mixed to build complete solutions. As depicted in Fig. 1, our approach successively solves homogeneous versions of the problem—each of them using a different type of vehicle—in order to solve the heterogeneous version of the problem. Then, it combines parts of the homogeneous solutions to generate a solution for the heterogeneous case. This methodology builds up on the “successive approximations method” (SAM) originally proposed by Juan et al. (2014) to solve the heterogeneous VRP. SAM is a multiround process. At each round, a new subset of nodes and a new type of vehicle are selected following some specific criteria. Then, assuming an unlimited fleet of vehicles of this type, the associated homogeneous-fleet VRP is solved. After several rounds, a global solution for the heterogeneous VRP is obtained by merging routes from different homogeneous VRP solutions.

Notice that the SAM approach transforms the challenge of solving a complex heterogeneous VRP into the challenge of solving a series of related homogeneous VRPs, each of them smaller than the original heterogeneous VRP. The process shown in Fig. 1 starts by randomly selecting the type of vehicle (each type of vehicle has a different capacity) to be used in the homogeneous version of the problem. Notice that only vehicles with a capacity larger than the maximum demand to be served can be considered at this stage. Then, the problem becomes homogeneous and it is solved assuming an unlimited number of vehicles of this type (CVRPB). In order to solve the homogeneous version of the problem we have used the algorithm presented in Beloso et al. (2015), which is based on a variant of the aforementioned CWS heuristic. Thus, the adapted heuristic makes use of a savings list that is manipulated in two steps. In the first step, the interface links (edges connecting one linehaul customer with one backhaul customer) are penalized using the approach proposed in Deif and Bodin (1984). This penalization makes them to be chosen at a later stage than if the traditional CWS heuristic was employed instead. Therefore, the precedence constraint (linehauls first, then backhauls) is satisfied.

In the second step, the savings list obtained in the CWS heuristic is randomized using a geometric probability distribution (Juan et al., 2011, 2015b; Dominguez et al., 2014). There are different approaches for randomizing a heuristic with the goal of better exploring the solutions space (Hemmati...
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Fig. 1. Flowchart for the proposed methodology.

and Hvattum, 2017; Santos et al., 2016). One of these is the use of GRASP (Resende and Ribeiro, 2010). GRASP is a multistart process that randomizes a given heuristic to better explore the solution space. The solution is obtained by following a constructive sequence. At each step, a restricted list of candidates is ordered following a greedy function that evaluates the benefit of selecting each element. Then, a candidate is randomly selected for that restricted list, thus allowing the algorithm to generate different solutions at each iteration of the multistart process. In a classical GRASP, randomness is typically provided by a symmetric uniform distribution. However, in our approach we use the geometric probability distribution (a skewed one) to induce a biased-randomized selection.
process. That way, we add some degree of randomness into the CWS heuristic without destroying the logic behind it. This procedure improves and extends the initial ideas proposed in Faulín and Juan (2008). In other words, this biased-randomization technique ensures that edges with higher savings will have also a higher probability of being selected at each iteration of the solution-construction process (Juan et al., 2015b; Quintero-Araujo et al. 2017). Other variants of biased-randomization techniques have also been applied in the improvement of genetic algorithms. Some examples of this can be found in Reis et al. (2011), Morán-Mirabal et al. (2014), Gonçalves and Resende (2014), Brandão et al. (2015), and Gonçalves et al. (2016).

At this stage, the algorithm provides a solution for the homogeneous version of the problem. This solution is then improved throughout a memory-based local search process in which any route in the current solution is checked against a cache memory (hash map data structure in programming terminology) storing the best-known way of routing the set of nodes in the given route. If the same set of nodes is found in memory (hash map) and the cost is improved, the route included into the current solution is updated using the improved equivalent route stored in memory. Otherwise, the memory is updated with the route in the current solution. More technical details of this technique can be found in Juan et al. (2011). Once this local search process is finished, the next step is to randomly determine which routes in the homogeneous solution will be used as “building blocks” for the heterogeneous solution. The selected routes determine a set of customers already served and type of vehicles already used. Thus, the same procedure is iteratively run—using a different type of vehicle for solving the homogeneous version of the problem—until all customers have been served. At the end of this iterative approach, a complete solution for the heterogeneous version is obtained by aggregating all the routes selected from the solutions to the different homogeneous problems.

5. Algorithm pseudo-code

The methodology presented in the previous section is implemented through the “iterative homogeneous problems resolution operator,” which is called from a multistart procedure each time a homogeneous VRPB needs to be solved. This multistart procedure ends when a time-based termination criterion is reached. Each new solution generated by this procedure for a given VRPB is compared with the best one obtained so far for the same problem. Figure 2 shows the algorithm pseudo-code. Lines 1, 2, and 3 represent the initialization of a particular homogeneous problem. Specifically, line 3 defines the homogeneous problem once the vehicle type is chosen in line 1. The customers to be visited are defined as inputs of the procedure. Line 4 calls to the heuristic that generates a solution for the homogeneous problem. Line 5 calls to the memory-based local search that tries to improve the current solution. At this point, part of the homogeneous solution is ready to be promoted to the heterogeneous solution. Lines 6 to 10 manage the selection of routes and update the list of available types of vehicles. If the current vehicle type is the last one in the list of vehicles, all routes in the homogeneous solution will be transferred to the final solution. Otherwise, a random number between 1 and the number of routes is selected. Line 11 summarizes the process of promoting routes to the final solution, while lines 12 and 13 represent the updated value of customers and vehicles. Line 14 checks if the termination criterion of the procedure is met. If this is the case, the iterative procedure returns the current solution; otherwise (Line 16) the procedure is invoked again with the nonserved customers and nonused vehicle types as input parameters.
6. Experimental results

The FSMVRPB instances we consider in this paper are the ones recently proposed by Salhi et al. (2013), which are generated using the mixed fleet dataset of Golden et al. (1984) and the VRPB dataset of Toth and Vigo (1997). From the mixed fleet dataset, these instances take the mix fleet attributes (distances, fixed and variable costs, and vehicle capacities), while they take the backhaul percentages from the VRPB dataset. It should be noted that the original source of this FSMVRPB dataset is the dataset initially proposed by Christofides and Eilon (1969). Salhi et al. (2013) generated a set of 36 FSMVRPB instances using the 12 test problems of Golden et al. (1984) ranging from 20 to 100 customers. For each instance, following the conventions used in Toth and Vigo (1997), three new instances were generated using linehaul/backhaul (LH/BH) percentages of 50/50, 67/33, and 80/20. This was done by taking, as a backhaul customer, every first customer in series of two, three, and five customers, respectively. The algorithm described in this paper has been implemented as a Java application. We have solved the set of 36 instances in order to test the effectiveness of the proposed method.

A standard personal computer, Intel R Core TM i7 CPU M 640 @ 2.80 GHz, 3.42 GB RAM, and an MS XP Professional operating system was used to perform these tests. The results are summarized in Table 1, which contains the following information for each instance: name of the instance, number of customers, number of linehaul customers, number of backhaul customers, best-known solution (BKS) as reported by Salhi et al. (2013), our best solution (OBS) after 10 runs of the algorithm, the percentage gap between both values (computed as (OBS-BKS)/BKS), computing time employed in obtaining OBS, and optimal solution or lower bound as reported in Salhi et al.
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Table 1
Computational results for the FSMVRPB

<table>
<thead>
<tr>
<th>Problem</th>
<th>Size</th>
<th>Line</th>
<th>Back</th>
<th>BKS</th>
<th>OBS</th>
<th>Gap (%)</th>
<th>Time (seconds)</th>
<th>Optimal(^a) or lower bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>HWS1</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>726.48</td>
<td>734.03</td>
<td>1.04</td>
<td>10</td>
<td>720.7(^a)</td>
</tr>
<tr>
<td>HWS2</td>
<td>20</td>
<td>13</td>
<td>7</td>
<td>818.12</td>
<td>820.99</td>
<td>0.35</td>
<td>15</td>
<td>818.12(^\text{b})</td>
</tr>
<tr>
<td>HWS3</td>
<td>20</td>
<td>16</td>
<td>4</td>
<td>4350.65</td>
<td>4342.48</td>
<td>−0.19</td>
<td>2</td>
<td>4342.48(^\text{b})</td>
</tr>
<tr>
<td>HWS4</td>
<td>20</td>
<td>13</td>
<td>7</td>
<td>5366.39</td>
<td>5357.98</td>
<td>−0.16</td>
<td>8</td>
<td>5357.98(^\text{b})</td>
</tr>
<tr>
<td>HWS5</td>
<td>20</td>
<td>16</td>
<td>4</td>
<td>5875.23</td>
<td>5872.52</td>
<td>−0.05</td>
<td>6</td>
<td>5421.63(^\text{b})</td>
</tr>
<tr>
<td>HWS6</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>767.93</td>
<td>729.50</td>
<td>−5.00</td>
<td>15</td>
<td>729.50(^\text{b})</td>
</tr>
<tr>
<td>HWS7</td>
<td>20</td>
<td>13</td>
<td>7</td>
<td>872.97</td>
<td>838.11</td>
<td>−3.99</td>
<td>16</td>
<td>838.11(^\text{b})</td>
</tr>
<tr>
<td>HWS8</td>
<td>20</td>
<td>16</td>
<td>4</td>
<td>903.18</td>
<td>890.76</td>
<td>−1.38</td>
<td>18</td>
<td>890.76(^\text{b})</td>
</tr>
<tr>
<td>HWS9</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>4365.44</td>
<td>4342.48</td>
<td>−0.37</td>
<td>2</td>
<td>4342.48(^\text{b})</td>
</tr>
<tr>
<td>HWS10</td>
<td>20</td>
<td>13</td>
<td>7</td>
<td>5414.50</td>
<td>5363.58</td>
<td>−0.94</td>
<td>21</td>
<td>5363.58(^\text{b})</td>
</tr>
<tr>
<td>HWS11</td>
<td>20</td>
<td>16</td>
<td>4</td>
<td>5928.78</td>
<td>5562.94</td>
<td>−6.84</td>
<td>102</td>
<td>5465.40</td>
</tr>
<tr>
<td>HWS12</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>1625.70</td>
<td>1632.60</td>
<td>0.42</td>
<td>23</td>
<td>1480.75</td>
</tr>
<tr>
<td>HWS13</td>
<td>50</td>
<td>33</td>
<td>17</td>
<td>1793.26</td>
<td>1793.26</td>
<td>−1.01</td>
<td>14</td>
<td>1705.44</td>
</tr>
<tr>
<td>HWS14</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>2018.93</td>
<td>2030.37</td>
<td>0.57</td>
<td>65</td>
<td>1937.24</td>
</tr>
<tr>
<td>HWS15</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>5561.67</td>
<td>5562.94</td>
<td>0.02</td>
<td>16</td>
<td>5537.24</td>
</tr>
<tr>
<td>HWS16</td>
<td>50</td>
<td>33</td>
<td>17</td>
<td>6570.39</td>
<td>6571.77</td>
<td>0.02</td>
<td>4</td>
<td>6547.93(^\text{b})</td>
</tr>
<tr>
<td>HWS17</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>7599.08</td>
<td>7413.27</td>
<td>−2.45</td>
<td>19</td>
<td>7026.15</td>
</tr>
<tr>
<td>HWS18</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>1704.41</td>
<td>1659.86</td>
<td>−2.61</td>
<td>71</td>
<td>1509.41</td>
</tr>
<tr>
<td>HWS19</td>
<td>50</td>
<td>33</td>
<td>17</td>
<td>2037.23</td>
<td>2038.22</td>
<td>0.05</td>
<td>120</td>
<td>1926.03</td>
</tr>
<tr>
<td>HWS20</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>2340.09</td>
<td>2341.17</td>
<td>0.05</td>
<td>97</td>
<td>2196.32</td>
</tr>
<tr>
<td>HWS21</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>1774.71</td>
<td>1746.28</td>
<td>−1.60</td>
<td>11</td>
<td>1697.38</td>
</tr>
<tr>
<td>HWS22</td>
<td>50</td>
<td>33</td>
<td>17</td>
<td>2166.52</td>
<td>2164.65</td>
<td>−0.09</td>
<td>110</td>
<td>2028.35</td>
</tr>
<tr>
<td>HWS23</td>
<td>50</td>
<td>40</td>
<td>10</td>
<td>2430.88</td>
<td>2425.83</td>
<td>−0.21</td>
<td>23</td>
<td>2335.56</td>
</tr>
<tr>
<td>HWS24</td>
<td>75</td>
<td>37</td>
<td>38</td>
<td>1332.02</td>
<td>1313.59</td>
<td>−1.38</td>
<td>246</td>
<td>1228.48</td>
</tr>
<tr>
<td>HWS25</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>1421.04</td>
<td>1412.69</td>
<td>−0.59</td>
<td>95</td>
<td>1341.97</td>
</tr>
<tr>
<td>HWS26</td>
<td>75</td>
<td>37</td>
<td>38</td>
<td>1617.85</td>
<td>1613.70</td>
<td>0.86</td>
<td>65</td>
<td>1486.89</td>
</tr>
<tr>
<td>HWS27</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>1799.76</td>
<td>1808.46</td>
<td>0.48</td>
<td>45</td>
<td>1660.15</td>
</tr>
<tr>
<td>HWS28</td>
<td>75</td>
<td>60</td>
<td>15</td>
<td>1990.46</td>
<td>2001.79</td>
<td>0.57</td>
<td>197</td>
<td>1853.72</td>
</tr>
<tr>
<td>HWS29</td>
<td>75</td>
<td>37</td>
<td>38</td>
<td>2465.41</td>
<td>2516.30</td>
<td>2.06</td>
<td>241</td>
<td>2369.80</td>
</tr>
<tr>
<td>HWS30</td>
<td>75</td>
<td>50</td>
<td>25</td>
<td>2971.98</td>
<td>2998.21</td>
<td>0.88</td>
<td>156</td>
<td>2730.67</td>
</tr>
<tr>
<td>HWS31</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>3533.90</td>
<td>3563.17</td>
<td>0.83</td>
<td>253</td>
<td>3139.87</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>−0.54</td>
<td>75.31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(2013). Values in bold represent the BKS after our work. Notice that our algorithm is able to provide 20 new BKSs and offers an average negative gap of −0.54% with respect to the previous BKS values. Figure 3 also contributes to illustrate the efficiency of our approach by showing a visual comparison among the BKS, OBS, and the lower bound values for each instance. The results provided by our algorithm are particularly noteworthy taking into consideration the low computation times employed.
7. Conclusions

This paper presents an original and efficient metaheuristic approach to solve the FSMVRPB, a realistic variant of the VRP that has rarely been considered in the literature due to its inherent complexity. Our approach integrates different strategies that contribute to effectively deal with the problem, including the following: a successive approximation method that reduces the FSMVRPB to iteratively solving a series of homogeneous VRPB, a biased-randomized metaheuristic algorithm for solving the VRPB, and a memory-based local search. Despite its conceptual simplicity, the proposed approach is able to provide noticeable results when compared with other previous works, and it attains 20 new BKSs for the 36-instance set considered, also showing negative average gap and low computing times. As a future research line, we plan to incorporate even more realistic conditions to the problem by considering stochastic demands for the customers, which we plan to address by transforming the current metaheuristic approach into a simheuristic one as described in Juan et al. (2015a).
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