


• To find clustering in a dataset
• Grouping similar observaƟons
• Distance funcƟon to group 

• Two criteria to classify algorithms
• Hierarchical, non hierarchical, mixture
• Hard clustering and soŌ clustering

• Hard clustering
• One observaƟon belongs to one cluster

• SoŌ clustering
• One observaƟon can belong to more than one cluster



• Brief history of clustering:
• K-Means (KM)

• Steinhaus (1956) based on the sum-of-squares criterion. 
• Well-separated clusters.

• Fuzzy C-Means (FCM)
• Bezdek (1973) based on KM. 
• Overlapping clusters. 

• Gustafson Kessel Fuzzy C-Means (GKFCM)
• Gustafson and Kessel (1978) based on FCM. 
• Non-spherical clusters. 

• PossibilisƟc C-Means
• Krishnapuram and Keller (1993) 
• Outliers and noise.

• Suppressed-Fuzzy C-Means
• Fan, Zhen and Xie (2003) based on FCM. 
• ComputaƟonal efficiency.

• Fuzzy C-Means++
• Stetco, Zeng and Keane (2015) based on FCM.
• ComputaƟonal efficiency.



MoƟvaƟons

• Understand history of clustering

• Group data more efficiently

• How FCM improved KM and how soŌ algorithms improved FCM

• BeƩer algorithm for each dataset



Algorithms (1/2)

• K-Means
• Minimize the objecƟve funcƟon

• Fuzzy C-Means
• Minimize the objecƟve funcƟon

• Fuzzy C-Means++
• Before FCM, find the best starƟng values for the centres of the clusters.
•  



Algorithms (2/2)

• Suppressed-Fuzzy C-Means

• Gustafson Kessel Fuzzy C-Means
• AdaptaƟve distance norm by esƟmaƟng the data covariance

• PossibilisƟc C-Means



Datasets (1/2)

• SD1

• SD2

• SD3

• SD4

• SD5

• SD6



Datasets (2/2)

• SD7

• SD8

• SD9

• SD10

• RWD1



ValidaƟon

• Internal validaƟon
• ComputaƟonal efficiency
• Performance

• Xie-Beni

• SilhoueƩe

• External validaƟon
• Accuracy



K-Means and Fuzzy C-Means
• Dataset SD1

• Dataset RWD1

• KM is more efficient in general

• FCM is more accurate when 
there is more overlapping of 
clusters



Fuzzy C-Means, Fuzzy C-Means++ and Suppressed-Fuzzy C-Means

• Dataset SD1

• Dataset RWD1

• S-FCM is more efficie
general

• FCM and FCM++ perf
beƩer

• FCM++ behaves sam
FCM



Fuzzy C-Means and Gustafson Kessel Fuzzy C-Means

• Dataset SD3

• Dataset SD7

• SD3: 
• FCM performs beƩer and is more efficient
• GKFCM is more accurate

• SD7: 
• GKFCM performs beƩer
• FCM and GKFCM similar efficiency

FCM GKFCM



Fuzzy C-Means and Gustafson Kessel Fuzzy C-Means

• Dataset SD8

• Dataset SD9

• Dataset SD10

• SD8: 
• GKFCM performs beƩer for the actual number of clusters
• FCM and GKFCM same efficiency
• Fail to find the actual clusters

• SD9: 
• GKFCM performs beƩer
• FCM is more efficient

• SD10:
• GKFCM performs beƩer
• FCM is more efficient
• Fail to find the actual clusters

SD8 - GKFCM SD8 - FC



Fuzzy C-Means and PossibilisƟc C-Means

• Dataset SD4

• Dataset SD5

• Dataset SD6

• SD4: 
• FCM is more efficient
• PCM is slightly more accurate, but not significant

• SD5: 
• FCM is more efficient and accurate

• SD6:
• PCM is more efficient
• FCM and PCM are equally accurate

SD4 PCM FCM 



Fuzzy C-Means and PossibilisƟc C-Means

• Dataset SD9

• Dataset SD10

• SD9: 
• FCM is more efficient
• FCM and PCM same accuracy

• SD10: 
• FCM is more efficient and accurate
• Both fail to find the correct clusters

SD10 - FCM SD10 - P



Discussion

• FCM is more accurate when there is more overlapping, but KM is more efficie

• S-FCM is more efficient than FCM and FCM++, but it performs worse

• FCM++ doesn´t have any advantage over FCM

• GKFCM performs beƩer than FCM for non-spherical clusters but FCM is more 
efficient

• PCM does not show any advantage over FCM



Conclusions

• History of clustering and main contribuƟons
• Series of experiments for the validaƟon of the improvements of the 

algorithms
• FCM for overlapping clusters
• KM for efficiency
• FCM and KM are quite solid despite the latest algorithms
• S-FCM more efficient for overlapping clusters
• GKFCM for some non-spherical clusters
• Further invesƟgaƟon is needed



Thank you


