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ABSTRACT

High capacity image data hiding methods and rolhugh capacity digital audio
watermarking algorithms are studied in this theBige main results of this work are the
development of novel algorithms with state-of-tmeerformance, high capacity and
transparency for image data hiding and robustriegk, capacity and low distortion for
audio watermarking.

* |Image contents
Using the histogram of an image is a new idea iagendata hiding [63]. The aim of
this research is to obtain a narrow histogram aftemodification step (such as
prediction or tilling), resulting in an increasedpeacity. Reversibility is the main
property in some kind of data hiding methods suslmadical applications, since it is
required that not only the hidden message buttasoriginal (unmarked) image can be
extracted at the detector side.

The peak point of the histogram of the image isduse embedding information.
The value of this peak identifies the capacity pagll Based on the idea of using the
histogram to embed secret information, predictiod &lling techniques are used to
achieve good capacity and transparency, which le/&® the published papers [68, 92,
69] contributed by the author of this thesis.

* Audio contents

The use of a psychoacoustic model is quite useduldésign watermarking
algorithms, as shown in the designed FFT-basednsefig78, 80]. In addition, to
achieve robustness, the frequency domain is alsettar choice compared to the time
domain. In this thesis, the frequency domain, armtenprecisely, the Fast Fourier
Transform (FFT) and the Digital Wavelet TransforBWT) have been chosen since
they are more efficient than other transforms aravide more robustness than the
methods designed in the time domain.

Different attacks produce various changes in au@ite of the most important attacks
in audio is compression. To defeat MPEG compres@u3), comparing the original
with a compressed/decompressed signal to find a sata for embedding is a

convenient possibility, and this idea is exploitedthe proposed algorithm [80]. In



addition, the use of different techniques like eliéinces, predictions, interpolation and
spatial transforms in FFT have resulted in highac#y methods leading to the
publication of three different papers [78- 80]. Tioarth paper takes advantage of the
DWT to design a high capacity, transparent and sbtatermarking scheme [81]. The
comparisons provided in these papers [79-81] whin éxisting audio watermarking
schemes show that the suggested schemes havesakcalpacity, about ten times than
existing algorithms, whilst keeping transparencyha high quality area (ODG in [-1,

0]) and robustness against common attacks.



List of Contributions

The validation of the research is carried out i publication of the results of this
thesis on the seven original papers (and addititmal papers are under review). All
analysis and simulation results presented in patiins or this thesis have been
produced by the author (except the unpublishedrp@pefor which the author of this

thesis is not the main contributor).

* Published papers

68. M. Fallahpour; D. Megias. “Reversible Data Hiding Based On H/ASL Intra
Prediction”, International Workshop on Digital Watermarking (IWDW 2008). Lecture
Notes in Computer Science 5450, pp. 52—-60, 2009.

69. M. Fallahpour, D. Megias, M. Ghanbari, “High capacity, reversildata hiding in
medical images”]EEE International Conference on Image Processing, 1CIP2009, in
press.

78. M. Fallahpour, D. Megias, “High capacity method for real-time audiata hiding
using the FFT transform’Advances in Information Security and Its Application
Third International Conference, ISA 2009, Springgoul, Korea, June 25-27, 2009.

79. M. Fallahpour, D. Megias, “High capacity audio watermarking @siFT amplitude
interpolation”, IEICE Electron. Express, Vol. 6, No. 14, pp.1057-1063, 2009, (Impact
factor 0.48 in 2008).

80. M. Fallahpour, D. Megias, “Robust high-capacity audio watermarkiaged on FFT
amplitude modification1EICE Transactions on Information and Systems, Vol.E93-D,
No.01, pp.-, Jan. 2010, in press (Impact facto8 m32008).

81. M. Fallahpour, D. Megias, “DWT-based high capacity audio waterimgrk |EICE
Transactions on Fundamentals of Electronics, Communications and Computer
Sciences, Vol.E93-A, No.01, pp.-, Jan. 2010, in press (letdactor 0.43 in 2008).

92. M. Fallahpour, “Reversible image data hiding based on gradiehussed
prediction”, IEICE Electron. Express, Vol. 5, No. 20, pp.870-876, 200@mpact
factor 0.48 in 2008).

e Under review

70. M. Fallahpour; D. Megias, Mohammad Ghanbari, “High capacityersible data
hiding in medical images” Submitted revised vergioiET Image Processing, August
2009, (Impact factor 0.51 in 2008).

89. M. Fallahpour; D. Megias, Mohammad Ghanbari, “Subjectively addmigh capacity
lossless image data hiding based on prediction®rreubmitted taMultimedia Tools
and Applications, Springer, August 2009 (Impact factor 0.46 in 2008).



90. M. Fallahpour, D. Megias, “High capacity audio watermarking usitige high
frequency band of the wavelet domain” submitted Nwltimedia Tools and

Applications, Springer, August 2009, (Impact factor 0.46 in 2008).

91. D. Megias, J. Serrdl. Fallahpour, “A novel blind audio watermarking system with
enhanced transparency and self-synchronisationthitdal to Sgnal processing, July
2009, (Impact factor 1.2 in 2008).



Contents

1 INTRODUGCTION ...ttt ettt e e et e e et eeeaeeeaeeennnnas 10
1.1 Introduction to watermarking...............oieeeemrveeniiiiiiee e e e e 01
1.2 Background and state of the art...........ccceeeeeiiiiiiiiiiiii s 31
1.2.1 Applications of digital watermarking .........ceeeeeeeeveeeeerrriieieiiiiienennn. 13
1.2.2 Properties of digital watermarking ..........ceeeeeeeeeeeiiieeeeeiirieieeeiiiinnnnns 16
1.2.3 Overview of existing watermarking methods ....ccccc.cooovvvvvivininnn. 18
1.3 Objectives of the theSIS .......ccooviiiiiiieeeeee e 24
1.4 Structure of the theSIS.........cooiiiiii i 26
2 CONTRIBUTIONS OF THE THESIS ..o 29
2.1 Reversible Data Hiding Based On H.264/AVC Intraditon.................. 30
2.2 Reversible image data hiding based on gradiensgatjyrediction .......... 40
2.3 High capacity, reversible data hiding in medicahges................c............ 48

2.4 High capacity method for real-time audio data hydiosing the FFT

LU= 1151 {0] 1 o 1 [T PPPPPPPPT 53
2.5 High capacity audio watermarking using FFT ampkunterpolation ...... 61

2.6 Robust high-capacity audio watermarking based onl Fmplitude

[paTeTo (1 or= 11 o] o E PP PPPPPPPPPPPPPPPPPR 69
2.7 DWT-based high capacity audio watermarking ............ccccceeeeeeeeiiiinnne. 77
3  CONCLUSIONS AND FUTURE RESEARCH ...t 83
3.1 CONCIUSIONS ...ttt e et e e e e e e e e e e e e 83
3.1.1  IMAQge CONTENTS ....uiiiiiiii et st e e e et e e e e e enaa e e e eeeees 83
3.1.2  AUCIO CONTENES ...ttt 85
3.2 Possible directions for future research ...........ccocveeiviies 89
3.2.1 Image data hiding.........coovveiiiiiiiiirceer e 98

3.2.2  Audio WatermMarking ..........ceeeeieeeeeeeeesceeeeescss e e e e e e e e e e e 90



REFERENCES ... 91

PN ad o = V| 51 . G TSR 98
A.1 Technical Committee of IWDW 2008 ..o 99
A.2 Technical Committee Of ISA 2009 ..... .o QLo

A.3 Acceptance lettedEICE Transactions on Fundamentals of Electronics,

Communications and COMPULEr SCIENCES.........cceuuurrrmuuiiiraeeeeeeeeeeeeeeeeeieeeeeeeeeeeeens 102

A.4 Acceptance lettdiEl CE Transactions on Information and Systems........... 104



INTRODUCTION 10

CHAPTER 1
INTRODUCTION

The fast growth of the Internet and the digitalomfiation revolution is causing
significant changes in the global society, rangfrmm the influence on the world
financial system to the way people communicate mays. Broadband communication
networks and multimedia data existing in a digftaimats (images, audio and video)
have opened many challenges and prospects for atinav Flexible and simple-to-use
software and the decreasing prices of digital desvi€.g. digital photo cameras,
camcorders, portable CD and MP3 players, DVD pwy&D and DVD recorders,
laptops, PDAs and so on) have made it possiblausers from all over the world to
produce, edit and exchange multimedia data. Broatibaternet connections and
almost an errorless transmission of data makessipte to distribute large multimedia
files and make exact digital copies of them. Digneedia files do not suffer from any
quality loss due to multiple copying processesh@sirs with analogue audio and VHS

tapes.

1.1 Introduction to watermarking

The simplicity of content modification and a petfeeproduction in the digital
domain have led the protection of intellectual ovghg and the prevention of the
unauthorised tampering of multimedia data to becamémportant technological and
research issue [1, 2, 3, 4].

Simple protection methods which were based on #te embedded into the header
bits of the digital file are useless since the leeadformation can be easily removed by
a change of data format, which does not affectfithelity of media. Encryption of
digital multimedia prevents access to the multimeztintent to an individual without a
suitable decryption key. Thus, content providettspged for the delivery of perceivable
multimedia and each client who has paid the rogglthust be able to decrypt a received
file properly. Once the multimedia has been de@aygpit can be repeatedly copied and
distributed without any obstacles. Current softwapplications and broadband Internet

provide the tools to carry out it quickly and withadeep technical knowledge. One of
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the most recent cases of breaking such a systéime isack of the Content Scrambling
System for DVDs [5, 6].

It is obvious that the existing security protoci@selectronic commerce secure only
the communication channel between the content geoviand the user. Digital
watermarking has been proposed as a novel alteenstheme to protect the intellectual
property rights and defend digital media from tanme[1, 2]. It involves a procedure
of embedding a perceptually transparent digitahatigre into a host signal, carrying a
message about the host signal in order to “maskdvinership.

Generally, the termfwatermarking refers to the act of hiding a secret message
signal into a host signal (usually digital medi&).should be performed with no
significant perceptual distortion of the host signAs the word “watermarking”
suggests, the mark itself is transparent or uneahte for the human perceptual system.
As it is widely known, the Human Visual System (HViS not sensitive to small
changes in the colour of the pixel. Hence, it isgdole to modify the pixel values of
images/videos by inserting a watermark without thedification being noticed by
observers. Providing that a certain HVS threshadnot exceeded, the modified
(marked) image/video will be undistinguishable frdme original to the human eye. On
the other hand, all the developed algorithms ini@atake advantage of the perceptual
properties of the Human Auditory System (HAS) idanrto add a watermark into a
host signal in a perceptually transparent mannebdtlding additional information into
audio sequences is a more difficult task than dfi@tages, due to dynamic supremacy
of the HAS over human visual system [7].

Watermarking algorithms were primarily developed fligital images and video
sequences [7, 8] and the interest and researchdio avatermarking started slightly
later [9, 10]. In the past few years, several athors for the embedding and extraction
of watermarks in audio sequences have been preseitef the developed algorithms
take advantage of the perceptual properties oHimman Auditory System (HAS) in
order to add a watermark into a host signal inragmually transparent manner. On the
other hand, many attacks that are malicious agamage watermarking algorithms
(e.g. geometrical distortions, spatial scaling, etchprea be implemented against audio
watermarking schemes, although other specific ledtagist for digital audio contents.

Digital watermarking is considered as a secure, encgptible and robust
communication of data related to the host signhke basic aim is that the embedded
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(hidden) information follows the marked multimedi@and stands unintentional

modifications and intentional removal attempts. hinest significant design challenge
is to embed the watermark so that it is reliabltieded by a watermark detector. The
relative relevance of the watermarking propertiespethds significantly on the

application for which the algorithm is designed][1Ror copy protection applications,

the watermark must be recoverable even when thermatked signal undergoes a
considerable level of distortion.

The goal of digital image watermarking for copytigiotection is to embed a mark
into the image data which can identify the copyriigblder of the work. Together with
owner identification, one might also want to emlaechark identifying the buyer of a
work for circulation tracking. The mark can be giséered number a text message or
graphical logo, or some unique pattern.

The term “watermark stems from the ancient art of marking paper witbgo for
the same purpose. Digital watermarks can eithgreleeptible or imperceptible. Visible
image watermarks, often the logo of the copyrigbidar, can be easily applied to the
image but are hard to remove. Mintzer describascaessful implementation of visible
image watermarking in [12]. On the other hand, mapplications require the
watermark to be invisible. Some invisible waterniagkschemes are required to be
robust against common image processing operatiikes,image compressione..
JPEG), image filtering (edge enhancement, conteastancement and others), and
geometrical transform motione.g. cropping or scaling) Therefore, the watermark
cannot be stored in the file format, but has telmedded into the image data itself. In
this regard, cryptographic techniques and stadistgroperties of pseudo-random
numbers play an essential role.

Though the art of papermaking was invented in Claaar one thousand years
earlier, paper watermarks did not appear until ak@82, in Italy [93]. The marks were
made by adding thin wire patterns to the paper molhhe paper would be a little
thinner where the wire was and thus more transpafére meaning and reason of the
earliest watermarks are uncertain. They may haee heed for practical functions such
as identifying the molds on those sheets of papen®e made, or as trademarks to
identify the paper maker. In contrast, they mayehaspresented mystical signs, or
might simply have served as decoration. By the tegth century, watermarks on
paper made in Europe and America had become mateusty functional. They were
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used as trademarks, to trace the date the papemanasfactured and to point to the
sizes of original sheets. It was also about the tinat watermarks began to be used as
anti-counterfeiting measures on money and otheumeats. The term watermark is
actually a misnomer, in that water is not especiatiportant in the creation of the

mark. It was probably given because the marks rblethe effects of water on paper.

1.2 Background and state of the art

The following sections present an overview of thppleations of digital
watermarking, the properties of watermarking systemd the state of the art of both

image and audio watermarking.

1.2.1 Applications of digital watermarking

Watermarking can be the enabling technology foumlmer of applications. Each
application requires different conditions on thetemmarking system. As a result,
watermarking algorithms targeting different apgiicas might be very different in
nature. Besides, devising an efficient watermarkingthod might be much more
difficult for certain applications. In this sectiosome of the main application domains

of watermarking are briefly reviewed.

1. Copy and access control

In copy control applications, the embedded wateknmmapresents a copy or access
control policy. After a watermark has been deteeted the content decoded, the copy
or access control policy is enforced by directingrtipular hardware or software
operations such as enabling or disabling the recoodule [21]. These applications
need watermarking algorithms robust against inbeati attacks and signal processing

modifications.

2. Authentication and tampering

In the content authentication applications, a $etegcondary data is embedded into
the host multimedia signal. This information is didater on to determine whether the
host multimedia was tampered [22]. The robustngssnat removal of the watermark
or making it undetectable is not a concern as tlenmeo such motivation from the

attacker’s point of view. Generally, the payloadfacity) needs to be high to satisfy the
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demand for more additional data compared to owirgtotection applications (see
below). In addition, the detection must be a blind, detection must be performed

without the original host signal because the oabis unavailable.

3. Fingerprinting

Further data embedded by the watermarking scherfmegerprinting applications is
used to trace the creator or recipients of an es@uy of a multimedia file [23-30]. For
example, watermarks carrying different serial @nigty (ID) numbers are embedded in
different copies of music CDs or DVDs, or multimediles sold in on-line shops,
before distributing them to a large number of resigs. The algorithms implemented in
fingerprinting applications must show high robust@gainst intentional attacks and

signal processing modifications such as lossy cesgion or filtering.

4. Ownership protection

In ownership protection applications, a watermadiuding ownership information
is embedded into the multimedia host signal. Théemaark, recognised only to the
copyright holder, is supposed to be very robustsewlire, enabling the owner to show
the presence of this watermark in case of dispu@emonstrate his/her ownership. In
this case, watermark detection must have a veryfadge alarm probability. On the
other hand, ownership protection applications uguegquire a small embedding

capacity.

5. Proof of ownership

This kind of application tries to solve the problevhich occurs when an attacker
uses editing software to replace the original cigbyrnotice with his own one and,
then, claims to own the copyright himself. In ttese of early watermarking systems,
the problem was that the detector was readily abhkilto adversaries. To achieve the
level of the security required for proof of owneapshit is indispensable to limit the
availability of the detector. When an adversarysdoet have the detector, the removal
of a watermark can be made really difficult. Butewe if the owner’s watermark cannot
be removed, an adversary might try to undermineoteer. As described in [2], an
adversary, using his own watermarking method, migghable to make it appear as if
his watermark data was present in the owner’s maidiost signal. This problem can be
solved using a small change of the problem statemestead of a direct proof of

ownership by embedding a watermark signature inhibgt object, the scheme will
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instead try to verify that the adversary’s objactierived from the original watermarked
image. Such an algorithm presents indirect proaf this more probable that the real
owner owns the disputed image, because s/he isrteevho owns the version from
which the other two were created.

6. Information carrier

The hidden information in the application is acegpto have a high capacity and to
be detected and decoded using a blind detecticoritdlgn. While robustness against
intentional attacks is not required, a certain degof robustness against common
processing like MPEG compression may be desirgolii#lic watermark embedded into
the host multimedia might be used as the link ttermal databases which contain
certain additional information about the multimedike itself, such as copyright
information and licensing conditions. In audio apgiions, some metadata information
may be embedded into the multimedia figg(including information about the soloist,

composer, genre of music, lyrics and others).

7. Broadcast monitoring

A variety of applications for audio watermarking an the area of broadcasting [31-34].
Watermarking is a well-defined alternative methdéa@ding identification information
for broadcast monitoring. It has the benefit ofigeembedded within the multimedia
host signal itself rather than exploiting a patacyart of the broadcast signal. Hence, it
is compatible with the already installed base afadicast equipment, including digital
and analogue communication channels. The main vhsdage of such systems is that
the embedding procedure is more complex than alsiplacing data into the file
headers. There is also a concern, especially orsittee of content creators, that the
watermark would introduce distortions and degralde visual or audio quality of
multimedia. A number of broadcast monitoring waterkabased applications are
already available on commercial basis. These cbasjgrogramme type identification,

advertising research, broadcast coverage reseadcsimilar applications.
In general, the types of watermarks can be sumethas follows:

* Robust watermarks are designed to resist various manipulations;@dlieations

presupposing security of the watermarking systeeesl this type of watermark.
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* Fragile watermarks are embedded with very low robustness. Thus, ¥ipis of
watermark can be destroyed even by the slightestpulations.

e Public and private watermarks are differentiated according the secrecy
requirements for the key used to embed and retmeaekings. In accordance
with the basic principle of watermarking, the sakeg is used in the encoding
and decoding process. If the key is known, thigtgbwatermark is considered
as public and, if the key is hidden, as privateanatrks. Public watermarks can
be used in applications which do not have secuelkgvant requirements.

* Visible or localized watermarks can be logos or overlay images in the field of
image or video watermarking. Due to the implicitcdbzation of the

information, these watermarks are not robust.

1.2.2 Properties of digital watermarking

Watermarking systems can be characterised by a ewunfbimportant properties.
The relative significance of each property is dej@et on the requirements of the
application and the role the watermark will plagdéed, even the interpretation of a

watermark property can vary with the application.
Some properties associated to watermarking schareesutlined below.
1. Perceptual transparency

The watermark pattern is embedded in the digitatliGgimage producing
alterations. These alterations should not degrhdeperceived quality of the marked
object. In some of the applications, the watermaribedding algorithm inserts
additional data without affecting the perceptuaaldy of the audio/image host signal
[13-17]. Large alterations are robust and can lectled with great certainty, but they
produce degradation in the audio/image. The figalitthe watermarking algorithm is
defined as the perceptual similarity between thgirmal and the marked multimedia

sequence.
2. Payload capacity size

The capacity of the embedded watermark is the eumbthe embedded bits within
a unit of time or space and is usually given irs lpér second (bps) for audio and bits

per pixel (bpp) for an image. Some audio waternmaylapplications, such as copy
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control, need the insertion of a serial numberuwher ID, with the average bit rate of
up to 0.5 bps. For a broadcast monitoring wateridw bit rate is higher, due to the
necessity of the embedding an ID signature ofdetraark within the first second at the
start of the broadcast clip, with an average l# g to 15 bps. In image data hiding,
depending on the application and method, the cgpaaries from 2 to 40 kbit for a

512x512 greyscale image.

3. Complexity and cost

The implementation of a watermarking system isramex task, and it depends on
the application. In broadcast monitoring, embeddind detection must be performed in
real time whereas in copyright protection applmasi, time is not a crucial factor for a
practical implementation. One of the most releviaaties in the design of embedders
and detectors, which can be implemented as hardeasoftware plug-ins, is the
difference in processing power of different devigeptops, PDA, mobile phones, and
others). On the other hand, complexity is not aalistequirement for image
applications. In the general case, the compleriiynage applications is not comparable
with audio and video applications since the amafninformation in image files is
much lower than that of audio and video files.

4. Robustness

The robustness of the method is defined as thé&yabflthe watermark detector to
extract the embedded watermark after common (sigmatessing) manipulations.
Watermarking applications usually require robussniesthe presence of a predefined
set of signal processing modifications so thatwhaéermark can be reliably extracted at
the detection side. For example, in radio broadaasiitoring, the embedded
watermark require only surviving distortions caudeyl the transmission process,
including dynamic compression and low pass filgrisince the watermark detection is
performed directly from the broadcast signal. Cagspion (JPEG for image and MP3
for audio) and filtering are well-known modificati® which must be considered by

robust watermarking applications [18-20].

5. Blind or informed watermark detection
In many applications, the detector needs the alghost multimedia content to
extract watermark from the marked sequence. Itno&gnificantly improves the

detector performance, since the original multimedan be subtracted from the



INTRODUCTION 18

watermarked copy, resulting in the watermark segeierione. However, the detection
algorithm may not have access to the original di¢goland detection) and this inability

substantially decreases the amount of data whictbeaidden in the host signal.

6. Security

A watermarking algorithm must be secure in the s¢hat an adversary must not be
able to detect the existence of embedded dataldee remove the embedded data. The
security of a watermarking system is interpreted #ame way as the security of
encryption methods, and it should not be brokeessmbn authorised user has access to
a secret key that controls the watermark embeddamgl extraction) process. An
unauthorised user should be unable to extract dite id a reasonable amount of time
even if s/he knows that the host signal containgatermark and is familiar with the
exact watermark embedding method. Security needswih the application and the
tightest requirements are found in cover commuiunatapplications, where, in some

cases, the embedded data is encrypted prior todsiriggit into the host object.

1.2.3 Overview of existing watermarking methods

1.2.3.1 Audio contents

Watermarking of audio signals is more challengingpared to the watermarking
of images or video sequences due to the wider dyneenge of the human auditory
system (HAS) in comparison with human visual sys(etvS) [7]. The HAS perceives
sounds over a range of power larger thahll@nd a range of frequencies greater than
1000:1. The sensitivity of the HAS to the Additiwhite Gaussian Noise (AWGN) is
high as well. This noise in a sound file can beedietd as low as 70 dB below ambient
level. In contrast, opposite to its large dynansinge, the HAS contains a fairly small
differential range,i.e. loud sounds generally tend to mask out weaker dsun
Additionally, the HAS is insensitive to a constagetative phase shift in a stationary
audio signal and some spectral distortions arepreéed as natural, perceptually non-
annoying ones. [7]. Two properties of the HAS fredily used in watermarking
algorithms are frequency masking and temporal mgs|35]. The concept of using the
perceptual holes of the HAS is taken from widebandio coding €g9. MPEG 1
compression, layer 3, usually called MP3) [36].cbmpression algorithms, the holes

are used in order to decrease the amount of teenb#ded to encode the audio signal
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without causing any perceptual distortion to thdembaudio. On the other hand, in the
information hiding scenarios, masking properties @sed to embed additional bits into
an existing bit stream, again without generatindilale noise in the audio sequence
used for data hiding.

1. Frequency masking

Frequency masking is a frequency domain phenomdaomwhich a low level
signal,e.g. a pure tone, can be made inaudible (masked) lop@taneously appearing
stronger signak.g. a narrow band noise, if the masker and the maaieeelose enough
to each other in frequency [35]. A masking thredhmdn be derived below which any
signal will not be audible. The masking thresho&pehds on the masker and on the

characteristics of the masker and the maskee (mbamed noise or pure tone).

2. Time masking

Besides frequency masking, two phenomena of the HAe time domain also
play an important role in human auditory perceptibhose are pre-masking and post-
masking in time [35]. The time masking effects appbefore and after a masking
signal has been switched on and off, respectiBdyh pre and post-masking have been
used in the MPEG audio compression algorithm anceraé audio watermarking

methods.

Selected audio watermarking algorithms

Some of the best known general audio watermarlonyighms are the following:

» Least Significant Bit(s) (LSB) coding

One of the first few techniques studied in the infation hiding and
watermarking area of digital audio (as well as othedia types [36-39]) is LSB
coding [40]. A natural approach in the case ofdhdio sequences is to embed
watermark data by changing the LSB of the individsemples of the digital
audio stream having the amplitude resolution obit6 per sample. It usually
does not exploit any psychoacoustic model to péuedly weight the noise
introduced by the LSB replacement.

* Watermarking the phase of the host signal



INTRODUCTION 20

Algorithms which embed the watermark into the phafsthe host audio signal
do not use masking properties of the HAS, but akphe fact that the HAS is
insensitive to a constant relative phase shift stagionary audio signal. There
are two main approaches used in the watermarkintpeohost signal’'s phase,

namely, phase coding [41] and phase modulation [42]

* Echo hiding

A number of developed audio watermarking algorith4® 44] are based on the
echo hiding method, described for the first time[7h Echo hiding schemes
embed watermarks into a host signal by adding echmeroduce the marked
signal. The nature of the echo is to add resonamtlee host audio. Therefore,
the problem of sensitivity of the HAS towards tlugliéive noise is circumvented

in this method.

» Spread spectrum watermarking

In a number of developed algorithms [45-47], thaéenaark embedding and
extraction are carried out using spread-spectrus®) {&hnigues. A SS sequence
can be added to the host audio samples in time idofdd], to the FFT
coefficients [48], in the sub-band domain [49],tie spectral coefficients [50]
and in a compressed domain [51]. If the embeddikgd place in a transformed
domain, it should be located in the coefficientgamant to common watermark
attacks as amplitude compression, re-sampling, dags filtering, and other

common signal processing techniques.

* Methods using the patchwork algorithm

The patchwork technique was first presented for emdimg watermarks in
images. It is a statistical method based on hypidhesting and relying on large
data sets. As a second of CD quality stereo audimams 88,200 samples, a
patchwork approach is applicable for the waternmgrlof audio sequences as
well. The watermark embedding process uses a pseumdiom process to insert
a certain statistic into a host audio data setciwins extracted with the help of

numerical indexes (like the mean value), descriltimegspecific distribution.

* Methods using the Fast Fourier Transform
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FFT is one of the best transform for audio watekimgr because of low
complexity and short computation time of FFT. DaMegiaset. al. proposed
different methods based on FFT [52-55]. They amalythe MPEG 1 Layer 3
compression method to identify the frequencies latlwthe marking bits could
be embedded [52, 53].

 Methods based on the Discrete Wavelet Transform

Among the existing transforms, the wavelet transfbias several advantages in
audio signal processing. Its inherent frequencytimnesolution and logarithmic
decomposition of the frequency bands resemble tinman perception of
frequencies, since it provides the decompositiormimic the critical band
structure of the HAS [74].

* Methods based on interpolation

Interpolation techniques are often designed to igeoa good perceptual quality
from known sample values [83]. In [82], an origimaidio signal is divided into
distinct frames and, then, a secret bit is embeduedeach frame by using the
spline interpolation. [88] proposes a spline intdapon-based watermarking
scheme with more robustness against attacks cothparhe one suggested in
[82].

* Methods using various characteristics of the hodta

Several audio watermarking algorithms, developedth@ recent years, use
different statistical properties of the host audiod modify them in order to
embed watermark data. Those properties are pittlesanumber of salient
points, difference in energy of adjacent blocks aathers. However,

modifications of the host signal statistical prdjge do influence the subjective
guality of the audio signal and have to be perfarnmesuch a way that it does
not produce distortions above the audible threshdtially, these methods are
robust to signal processing modifications, but ofee low watermarking

capacity. Some methods [56, 57] introduce contdaptive segmentation of the
host audio according to its characteristics in thmee domain. Since the
embedding parameters are dependent of the hosb,atids along the right

direction to increase tamper resistance. The hbidsia is to classify the host
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audio into a predetermined number of segments dogprto its properties in
time domain, and encode each segment with an ermgeddheme which is
designed to best suit this segment of audio sigwalprding to its features in the

frequency domain.

1.2.3.2 Still images

Images can be represented in the spatial domaimadtifferent transform domains.
In transform domains, an image is representedrmgef its frequencies, while, in the
spatial domain, it is represented by pixel vallesimple terms, the transform domain
means that the image is segmented into variousiérery bands. To map an image into
its spectral representation, we can use severafsile transforms like the Discrete
Cosine Transform (DCT), the Discrete Wavelet Tramsf (DWT), or the Discrete
Fourier Transform (DFT). Simple watermarks can indedded in the spatial domain of
images by modifying the pixel values or the leaghificant bit (LSB) values, although
more robust watermarks can be embedded in theferamslomain by modifying some

selected coefficients.

* DCT domain

DCT-based watermarking techniques are more robwsipared to simple spatial
domain watermarking techniques. Such algorithmsralest against simple image
processing operations like low-pass filtering, btigess and contrast adjustment,
blurring etc. DCT domain watermarking can be clesdi into Global DCT
watermarking [58] and Block-based DCT watermarKBw.

« DWT domain
In the last few years, the wavelet transform hasnbeidely studied in signal
processing in general and image compression iricpkat. In some applications,

wavelet-based watermarking schemes [59] overcom&-Bé3ed approaches.

* DFT and FFT domain

The DFT domain [85] has been explored by researibbeause it offers robustness
against geometric attacks like rotation, scalinghpping, translation and other
attacks. Pereira et al. (1999) proposed a watelintaetgorithm based on FFT which

is robust against compression, rotation, scalingl @ranslation attacks. This
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technique is also shown to be robust against cngppnd print-and-scan attacks.
However, it is very difficult to implement [60].

¢ DHT domain

DHT-based watermarking techniques rely on the RisciHadamard Transform.
Falkowski and Lim [86] propose a watermarking teqbhe based on multi-
resolution transform and complex Hadamard transform
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1.3 Objectives of the thesis

Based on the type of media (image or audio) theatives of this doctoral research
can be divided into two parts:

1. Propose reversible high capacity image data hididgemes with very low

distortion.

2. Develop audio watermarking schemes with very higlpacity, very low
distortion and also robust against MPEG compres¢$MPR3) and common
signal processing attacks such as added noisevepdss and high-pass filters.
The methods must be blind an efficient such thay ttean be used in real-time

applications €.9. for broadcast monitoring).

With regards to image watermarking applicationdata embedding scheme should
be chosen. For example, authentication watermarkst mot be affected by legal
operations, such as channel noise, as illegalkattaust destroy them. On the other
hand, robustness is not a general requirement dta Hiding techniques. A typical
scenario for data hiding is the distribution of ded information via newsgroups,

bulletin boards, or simply by images on homepages.

In the image data hiding area, capacity and Pegiabio-Noise Ratio (PSNR) are
the two main properties. It must be taken into aotahat capacity and PSNR are two
parameters which change against another,when capacity is increased the PSNR is

decreased and vice versa.

In this thesis, we focus on reversible data embggdalso called lossless data
embedding, which is a fragile technique in the sghat the embedded data will mostly
be destroyed by small distortions of the image.dRable data embedding allows one
to embed a relatively large amount of data intona&ége in such a way that, apart from
extracting secret information, the original image e reconstructed from the marked
image. This makes it an ideal technique for appbos for which one wants to store
metadata directly into the image and loss of gu#inot always acceptable.

In some applications, the modification to the ora@iimage introduced by data
hiding is tolerable in case that the original arm tmarked versions should be

perceptually indistinguishable. However, in mediead military imaging, such an
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imperceptible modification, or even a very smakiege in pixel values, is unacceptable
since that may affect the right decision duringgdiasis and analysis. Thus, using a

reversible scheme for some applications is mangator

Watermarking techniques are applied to audio duatmus reasons. Each of these
possible applications involves typical processimgerations which a watermarking

technique must survive.

According to the deliberate application of waterksain audio data, the algorithm
as well as the watermark itself must fulfl a sdt requirements. The system
requirements can be divided into signal procespimgerties, security properties, and
application-specific requirements of the algorithBmbedding capacity, perceptual
guality and robustness are the properties of tligoanatermarking systems which can
be selected according to the application requirésnen

One of main challenges in audio processing is tonese the behaviour of the
human ear to audio distortion. To overcome thidlehge, the use of psychoacoustic
models is very useful. The human ear is sensitivérdquency and, for this reason,
psychoacoustic models are based on frequency dahagan Using the time domain for
embedding would lead to high capacity and low caxipy, but to analyse the effect of

the changes in the frequency domain and in distoit the main challenge of this area.

Different attacks produce various changes in au@pe of the most important
attacks in audio is compression. To defeat MP3 c¢esgion, comparing the original
with a compressed/decompressed signal to find @ a&a&fa for embedding should be a
convenient possibility [61]. On the other handgfrency filters are other usual attacks
to be taken into account. To overcome them, diffeereas of the spectrum could be
used. To survive other attacks which distort a pdrtsignal, repeating the secret
information in different areas of the audio sigwdl be very useful.
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1.4 Structure of the thesis

The rest of this thesis is organized as follows:
Chapter 2 contains the seven published contribsitodrthis thesis.

In Section 2.1, the first published contributionimifage data hiding [68] is presented.
This paper proposes a novel high capacity reversibhge data hiding scheme using a
prediction technique which is effective for erragsitience using the H.264/AVC
standard. In the proposed method, which is basdd.284/AVC intra prediction, firstly
the prediction error blocks are computed and theretror values are slightly modified
through shifting the prediction errors. The modifierrors are used for embedding the
secret data. The experimental results show thatriy@osed method, called shifted intra
prediction error (SIPE), is able of hiding morers¢data than other schemes while the
PSNR of the marked image is about 48 dB.

Section 2.2 presents the second published contibaif image data hiding [92].
This study illustrates a new lossless data hidireghwd for digital images using an
image prediction technique. In the proposed methusljdea of shifting the prediction
error is used. The gradient-adjusted prediction PG Avhich is one of the best casual
predictors, is used resulting in excellent resut®dictions based on the neighbouring
pixels, not neighbouring blocks, led to a narrovwestogram even better than that
obtained using the H264/AVC intra prediction errbmlike H264/AVC, the GAP
generates real numbers, not integer numbers, whkais to the use of intervals for
embedding. This method is able to embed a huge @minodulata (15-140 kbit for a 512
x 512 x 8 greyscale image) whilst the PSNR of tlegked image versus the original
image is very high.

In Section 2.3, the third published contribution iofage data hiding [69] is
presented. In this paper, we introduce a highliciefiit reversible data hiding technique
based on dividing the image into tiles and shiftthg histograms of each image tile
between its minimum and maximum frequencies. Deddleen embedded into the pixel
level with the largest frequency to maximise dathngy capacity. This method exploits
the special properties of medical images, wheréhtsimgram of their non-overlapping
image tiles mostly peak around some gray valuestandest of the spectrum is mostly

empty. The zeros (or minima) and peaks (maximahefhistograms of the image tiles
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are then relocated to embed the data. The greyevadhi some pixels are therefore
modified. High capacity, high fidelity, reversitijiand multiple data insertions are the
key requirements of data hiding in medical imadges shown how the histograms of
image tiles of medical images can be exploited ¢thieve these requirements.
Compared with the data hiding method applied to wlm®le image, the suggested
scheme can result in a 30%-200% capacity improvemih still better image quality,

depending on the medical image content.

In Section 2.4, the first published contributionanidio data hiding [78] is presented.
This paper describes a very efficient method fali@aata hiding which is suitable for
real-time applications. The FFT magnitudes whiahiara band of frequencies between
5 and 15 kHz are modified slightly and the frequesiavhich have a magnitude lower
than a threshold are used for embedding. Its lompiexity is one of the most
important properties of this method, making it aygpiate for real-time applications. In
addition, the suggested scheme is blind, sinc@aschot need the original signal for
extracting the hidden bits. The experimental resshiow that it has a very high capacity
(5 kbps), without significant perceptual distorti@md provides robustness against
MPEG compression (MP3).

Section 2.5 contains the second published conitobwif audio watermarking [79].
An audio watermarking technique in the frequencyndm which takes advantage of
interpolation is proposed. Interpolated FFT samplesused to generate imperceptible
marks. The experimental results show that the stgdeanethod has very high capacity
(about 3 kbps), without significant perceptual alison (Object Difference Grade,
ODG about —0.5) and provides robustness againsinconaudio signal processing such
as echo, added noise, filtering, resampling and GIREmpression (MP3). Depending
on the specific application, the tuning parametersild be selected adaptively to
achieve even more capacity and better transparency.

In Section 2.6, the third published contribution aidio watermarking [80] is
presented. This paper proposes a novel robust avatiermarking algorithm to embed
data and extract it in a bit exact manner basedhamging the magnitudes of the FFT
spectrum. The key point is selecting a frequencydldar embedding depending on the
comparison between the original and an MP3 compdédscompressed version of the
signal and on a suitable scaling factor. The expental results show that the method
has a very high capacity (about 5 kbps), withoghificant perceptual distortion (ODG



INTRODUCTION 28

about —0.25) and provides robustness against conamdio signal processing such as
added noise, filtering and MPEG compression (MHA)rthermore, the proposed
method has a larger capacity (number of embeddseddnumber of host bits rate) than
recent image data hiding methods.

In Section 2.7, the fourth published contributioh amdio watermarking [81] is
presented. This letter suggests a novel high cgpaobust audio watermarking
algorithm by using the high frequency band of tlav@let decomposition, for which the
human auditory system (HAS) is not very sensitivalteration. The main idea is to
divide the high frequency band into frames and tHen embedding, the wavelet
samples are changed depending on the average otatnesponding frame. The
experimental results show that the method has tegly capacity (about 5.5 kbps),
without significant perceptual distortion (ODG 1] ,0] and SNR about 33 dB) and
provides robustness against common audio signatepsing such as added noise,

filtering, echo and MPEG compression (MP3).

Finally, Chapter 3 presents the most relevant cmiicf remarks of this thesis,

together with some possible directions for future esearch.
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2.1 Reversible Data Hiding Based On H.264/AVC Intraditgon

68. M. Fallahpour; D. Megias. “Reversible Data Hiding Based On H/284C Intra
Prediction”, International Workshop on Digital Watermarking (IWDW 2008). Lecture
Notes in Computer Science 5450, pp. 52-60, 20009.
http://www.springerlink.com/content/e68001037mO8R82
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Abstract. This paper proposes a novel high capacity reversible image data
hiding scheme using a prediction technique which is effective for error
resilience in H.264/AVC. In the proposed method, which is based on
H.264/AVC intra prediction, firstly the prediction error blocks are computed
and then the error values are slightly modified through shifting the prediction
errors. The modified errors are used for embedding the secret data. The
experimental results show that the proposed method, called shifted intra
prediction error (SIPE), is able of hiding more secret data while the PSNR of
the marked image is about 48 dB.

Keywords: Lossless data hiding, H.264/MPEG-4 AVC, intra prediction

1 Introduction

New findings of data hiding in digital imaging open wide prospects of new techniques
in modern imaging science, secure communication and content management. Data
hiding has been proposed as a promising technique used for security, authentication,
fingerprint, video indexing, error resilient coding, etc.

H.264/AVC [1] is the newest international video coding standard providing many
techniques to improve the coding efficiency of intra and inter frames. Among many
new techniques, the intra prediction technique is considered as one of the most
important features in the success of H.264/AVC. This technique, which is used in the
proposed method, increases the dependence of the neighbouring blocks. An error
resilient method that embeds information into image or video itself is another
technique used in H.264/AVC. Once an error is detected, the error resilient technique
extracts the hidden information and recovers the error block. Using reversible
information embedding in the error resilient causes the original digital content to be
completely restored in the decoder and also results in a lossless extraction of the
embedded data.

Reversible data hiding [2] is a novel category of data hiding schemes. The
reversibility is essential to some sensitive applications such as medical diagnosis,
remote sensing and law enforcement. The methods reported in [4-10] are considered
among the best schemes in lossless data hiding. In [3], a high capacity lossless data



hiding method was proposed based on the relocation of zeros and peaks of the
histogram of the image blocks to embed the data. Recently, Lin and Hsueh [4]
presented a reversible data hiding method based on increasing the differences between
two adjacent pixels to obtain a stego-image with high payload capacity and low image
distortion. Among recent lossless methods performed on the transform domain, the
schemes based on the integer wavelet transform domain are more notable. Tian [5]
used the integer Haar wavelet transform and embedded the secret message into high-
frequency coefficients by difference expansion. Kamstra and Heijmans [6] improved
Tian’s method by using the information in the low-frequency coefficients to find
suitable expandable differences in the high-frequency coefficients. Xuan et al. [8]
reported the lossless embedding algorithm carried out in the integer wavelet transform
domain. Xuan et al. [7] proposed a lossless data hiding scheme based on optimum
histogram pairs in the wavelet domain. Recently, a few prediction based data hiding
methods have been proposed [9-10]. Thodi et al. [9] expanded the difference between
a pixel and its predicted value in the context of the pixel for embedding data. In
Kuribayashi et al.’s algorithm [10], a watermark signal is inserted in the LSB of the
difference values between pixels.

The method proposed in this paper, called SIPE, is based on increasing the

differences between pixels of the cover image and their intra prediction values. The
prediction error at which the number of prediction errors is at a maximum is selected
to embed the message. The prediction errors larger than the selected error are
increased by “1”. Furthermore, the selected prediction error is left unchanged and
increased by “1” if the embedded bit is “0” and “1”, respectively.
The SIPE method is able to embed a huge amount of data (15-120 kbits for a
512x512x8 greyscale image) while the PSNR of the marked image versus the original
image is about 48 dB. In addition, simplicity and applicability to almost all types of
images and H.264 video coding make this method superior to most of existing
reversible data hiding techniques. Although the proposed lossless data hiding
technique is applied to still images, it is very useful for H.264/AVC because the
insertion of additional information only needs the shifting and embedding steps in
coding steps. Furthermore, this lossless technique will not degrade the video quality.

2 H.264/AVC Intra prediction

In H.264/AVC intra prediction method [11], a prediction block is formed based on
previously reconstructed blocks. There are nine prediction modes for each 4x4 block.
The sixteen elements in the 4x4 block (labelled from a to p in Fig. 1.(a)) are predicted
by using the boundary pixels of the upper and left blocks which are previously
obtained (labelled from A to M). These boundary elements are therefore available in
the encoder and decoder to form a prediction reference.

For each 4x4 block, one of nine prediction modes can be selected by the encoder.
In addition to DC prediction type, numbered as mode 2, where all elements are
predicted by (A + B+ C+ D + 1+ J+ K + L)/8, eight directional prediction modes are
specified as shown in Fig. 1.(b). For mode 0 (vertical prediction), the elements above
the 4x4 block are copied into the prediction block as indicated by arrows, Fig. 1 (c).



Other modes copy adjacent pixels into the prediction block based on their prediction
directions.
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Fig. 1. 4x4 intra prediction mode (a) labeling of prediction samples. (b) 4x4 intra prediction
mode direction. (c) Vertical (mode 0) prediction

The rate distortion optimisation (RDO) technique [12] is used to take full
advantage of the mode selection regarding maximising coding quality and minimising
data bits. The RDO is applied to all of the 4x4 block intra-prediction modes to find
the best one. This approach can achieve the optimal prediction mode decision. The
only drawback for using RDO is the computational complexity. Recently, there is
more focus on developing the 4x4 intra-prediction mode decision techniques with
lower complexity.

3 Suggested scheme

The SIPE method consists of an embedding and a extracting procedure. The
embedding process includes both computing the prediction errors and embedding the
information bits in the shifted prediction errors. Moreover, the data extraction is the
reverse of data embedding. The proposed method is explained in the following two
subsections.

3.1 Embedding

The embedding algorithm is as follows.

1. The prediction type is selected. It can be selected by RDO or other 4x4 intra-
prediction mode decision techniques.

2. The prediction blocks are computed from the cover image by using an intra
prediction algorithm (as described above). For the blocks without upper or
left blocks, the coder uses their upper or left pixels for prediction.

3. The prediction error (PE) blocks are calculated by subtracting the predicted
blocks from the cover image block, e = [ — P.

4. The number of prediction errors in PE blocks equal to d is denoted by D(d).
The value M is found such that D(M) is at a maximum. The following steps



(5-6) are carried out for each 4x4 block completely and then iterated for the
next block.

5. In the shifting stage, the modified PE block is derived from the PE block by
this approach: for each PE block element e; ; (expect top-most row and the
left-most column of the cover image; i # 1andj # 1), if e;; is larger than
M, then the modified PE e'i‘j equals e;; + 1, otherwise e'i,j =e€;;.

6. In the embedding stage, each e'i,j (i# 1andj # 1) with a value of M is
increased by one if the corresponding bit of the data (to be embedded) is one,
otherwise it will not be modified. After concealing data in e'i_ i the
embedded PE e’} ; is obtained.

7.  Finally, the marked image I’ is achievedby I’ =P +e".

In fact, the pixels in the top-most row and the left-most column of a cover image are
preserved without carrying any hidden data. These pixels are used for recovering the
original image and extracting the embedded data from the marked image. These row
and column are the same in both the cover and the marked images. It is worth
mentioning that, in the coder and the decoder, the raster scan order is used. The gray
value of M, the prediction mode and the block size will be treated as side information
that needs to be transmitted to the receiving side for data retrieval.

3.2 Detection

The following process is used for extracting the secret message from a marked image
and also losslessly recovering the cover image. Let the marked image I' be the
received image at the decoder. The following steps (1-4) are carried out for each
block completely and then iterated for the next block.

1. The prediction block P of I can be obtained by using the intra prediction
algorithm using its upper and left blocks which have been already restored.

2. If the embedded PE block element, e”;; = I';; — P; j , is equal to M + 1, it
is concluded that the embedded bit is “1”. In this case, e”;; should be
decreased by one to obtain the modified PE block element, e’; ; = e”; ; — 1.
If e”;; is equal to M the embedded bit is “0” and e;; = e";; , otherwise
there is no embedded data bit and again e’;; =e"’; ;.

3. If e';; > M, then the prediction error e;; is calculated by decreasing e’; ;
byone, e;; = e’; j — 1, otherwise e;; = e';; .

4. Finally, the e;; should be added to prediction value P;; to recover the
original cover image pixel, [;; = P;j +¢e;; .

Fig. 2 shows an example of a 4x4 block greyscale image. The encoder scans the cover
image block, Fig. 2(c1) pixel by pixel and subtracts the vertical prediction pixels, Fig.
2(c2), from the cover image pixels. In the PE (prediction error) block, Fig. 2(c3),
following the computation of all prediction blocks the obtained M is equal to 0 and
D(M) in the current block equals 6. Suppose that the bit stream to be embedded is



101001. The encoder scans the PE block and all elements larger than 0O are increased
by one, Fig. 2(c4), then modified prediction errors equal to O are chosen for
embedding data.

1315:216;
2/5(3|7 3(5/2/6| 1|01 |1] |-1/0/2|2| |1|1{2]|2 206|148
3/14/18 3/5/21/6 -1-112 01113 0-1-1|3 3/4/1|9
66|27 3/5/21/6 3/1/0]1 42|02 412112 717138
3/5(3/6 3/5/21/6 010 0/0|21|0 00 1 3/5/4|7
(cl) (c2) (c3) (c4) (c5) (c6)
'3512:6!
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31419 3/5|216 Of1-1|3 0f1-1|3 O}11|2 3(4/1/(8
717318 3/5|216 412|1|2 412(0|2 3(1/0/|1 66|27
315|417 3/5|216 0(0(2]1 0(0/2]0 0(0(1]0 3(5/3|6
(d1) (d2) (d3) (d4) (d5) (do)

Fig. 2. Embedding steps (c1) - (c6) , Detection steps (d1) — (d6)

If the corresponding bit of the secret data is one, the modified prediction value is
added by one, otherwise it will not be modified, as shown in Fig. 2(c5). The marked
image, Fig. 2(c6), is obtained by adding the embedded prediction errors, Fig. 2(c5), to
the prediction pixels, Fig. 2(c2). As described above, the value M (in this example
equals to zero) and the prediction mode are treated as side information. The decoder
extracts the secret data and obtains the original image block from the marked image
block, Fig. 2(d1). The prediction block is computed based on the restored cover image
blocks, Fig. 2(d2). The decoder scans the embedded PE block, Fig. 2(d3), which is
obtained by subtracting the prediction block from the marked block. If the embedded
PE element is equal to 1 and 0, the embedded data bit is “1” and “0”, respectively. In
case the embedded PE is equal to “1” or “0”, the modified PE Fig. 2(d4), equals “0”,
otherwise it equals the embedded PE. In order to get PE, Fig. 2(d5), if the modified
PE is larger than 0, it must be decreased by one, otherwise the PE equals the modified
PE. Finally, restored cover image pixel, Fig. 2(d6), is computed by adding PE, Fig.
2(dS), to the prediction pixel, Fig. 2(d2).

This example clarifies the simplicity and reversibility of this method. In fact we
have three steps in embedding and detecting: calculating prediction error, shifting and
embedding. In the detector the prediction block is calculated based on restored cover
image blocks and, thus, the prediction blocks in the embedding and detecting
procedures are the same. In the encoder, the marked image is achieved by adding the
embedded PE to the prediction image block and then, in the decoder, the embedded
PE is achieved by subtracting the prediction block from the marked image. When we
have the embedded PE block, the modified PE and the PE can be obtained very easily
by decreasing the value of the block pixels. Finally, adding PE to the prediction block
results in the restored cover image. Hence, all steps are reversible.




4 Experimental results

The SIPE algorithm was implemented and tested on various standard test images from
the UWaterloo database [13]. Also, the results of Lin and Hsueh’s [4], Kamstra and
Heijmans’s [6], and Xuan et al’s. [7] methods were compared with the results
obtained with this method. This comparison shows that the SIPE method is able of
hiding more secret data than almost all methods mentioned in the literature for the
same (above 45dB) PSNR. The experimental results of the SIPE method show that
the embedded data remains invisible, since no visual distortion can be revealed. It is
worth pointing out that the embedded data were generated by the random number
generator in MATLAB on a personal computer.

Table 1 summarizes the experimental results obtained by this method for the
Mandrill, Lena, Peppers, Zelda, Goldhill, Barbara, and Boat images using vertical
prediction. For the sake of brevity, only the simple case of one maximum of D(d) is
described, because the general cases of multiple maxima of D(d) can be decomposed
as a few maximum cases.

The payload capacity is increased by using multiple maximum of D(d). In the
Right Shifted type, M is equal to O and the prediction errors larger than O are
increased by one. In the Left Shifted type, M is equal to —1 and the prediction errors
smaller than 0 are reduced by one. In addition, in the L&R Shifted type, Left Shifted
and Right Shifted types are used simultaneously.

Table 1. PSNR (dB) and payload capacities (bits) of the test images of the UWaterloo
database [13] with different block size (N X N)

Right Right L&R L&R
Shift type shifted Shifted shifted shifted Ratio
N=1 N=4 N=1 N=4
. PSNR 51.13 51.1 48.3 48.24
Mandrill 2.12
Payload 7630 6137 15088 12031
PSNR 51.12 51.16 48.58 48.49
Lena 2.58
Payload 28932 22616 52664 42334
PSNR 51.13 51.17 48.49 48.43
Peppers 2.70
Payload 21158 17810 40929 34775
Zeld PSNR 51.16 51.13 48.61 48.48 275
elda .
Payload 27120 19977 53474 39201
PSNR 51.26 51.34 48.43 48.36
Goldhill 2.63
ol Payload 17431 13063 34492 25948
Barbara PSNR 51.15 51.19 48.51 48.40 )13
Payload 22409 15680 43682 31167 )
PSNR 51.12 51.06 48.59 48.49
Boat 2.60
Payload 27522 21735 52543 41591

The experimental results of the L&R Shifted type exhibit that the PSNR of all marked
images is above 48 dB.



Although in the description of the method only 4x4 blocks were used for
embedding and detecting data, other block sizes could be easily used. Fig. 3 shows
how the performance of the proposed scheme varies with different block sizes: 1x1,
2x2, 3x3, 4x4, and 8x8. As shown in the figure, the performance of the proposed
scheme is increased when the block size is the smallest one (1x1). The smaller the
block size, the larger the amount of the embedding information and the more
computation time is required. Since in most of image data hiding applications the
computation time is not critical, using 1x1 blocks to achieve high capacity and PSNR
is desirable. In Table 1, the “Ratio” is the ratio of computation time for embedding
process using 1x1 blocks to embedding time using 4x4 blocks. In H.264/AVC, using
4x4 blocks is more effective because the frames are divided into 4x4 blocks for
coding and decoding and, furthermore, the execution time is a critical issue in video

coding.
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Fig 3. Comparison between the embedding capacity in bpp and distortion in PSNR with
different block sizes for the Lena image.

Fig. 4 illustrates the performance comparison of the SIPE with the methods

reported in [4], [6], and [7] for the Lena image in terms of PSNR (dB) and payload
(bpp: bits per pixel). As shown in Fig 4, the SIPE scheme provides high enough
bound of the PSNR (above 48dB) with a quite large data embedding capacity,
indicating a fairly better performance of the SIPE method.
It is worth to mentioning that the selection of the prediction mode is an important
step. Fig. 5 demonstrates the effects of the selection mode on capacity and distortion.
As an example for the Lena image, vertical prediction has higher capacity with lower
distortion.
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Fig. 5. Comparison of embedding capacity versus distortion with different prediction modes
for the Lena image

5 Conclusion

This paper presents a novel high-capacity reversible data hiding algorithm, called
shifted intra prediction error (SIPE), which is based on shift differences between the
cover image pixels and their predictions. Large capacity of embedded data (15-120
kbits for a 512x512 greyscale image), PSNR above 48 dB, applicability to almost all
types of images, simplicity and short execution time are the key features of this



algorithm. The SIPE method is applicable for error resilient solutions in H.264
advanced video coding. Therefore, the SIPE method has several advantages with
respect to the methods reported in [4], [6] and [7], in which the suggested algorithms
are considered among the best methods in lossless data hiding.
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Reversible image data
hiding based on gradient
adjusted prediction
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Abstract: The present study illustrates a new lossless data hiding method
for digital images using image prediction technique. In the proposed method
which is based on gradient-adjusted prediction (GAP), first prediction errors
are computed and then the error values are slightly modified through
shifting the prediction errors. The modified errors are used for embedding
the data. Experimental results of present research have demonstrated that
the proposed method called shifted gradient-adjusted prediction error
(SGAPE) is capable of hiding more secret data with absolutely high PSNR.

Keywords: Gradient-adjusted prediction, reversible data hiding.
Classification: Science and engineering for electronics
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1. Introduction

In parallel with the development of information technologies, security becomes
an important issue. Data hiding methods can conceal additional information in
media. Most data hiding schemes distort the cover media in order to insert the
secret data. Although the distortion is often small and imperceptible to human
visual system, the reversibility is crucial to some sensitive applications, such as
medical diagnosis, remote sensing and law enforcement. Therefore, it is desired
to invert the marked media back to the original cover media after the hidden
data have been retrieved.

Reversible data hiding is a novel category of data hiding schemes. For a survey
on reversible methods, readers are referred to [1]. Ni et al. [2] introduced the
lossless data embedding algorithm based on the spatial domain histogram
shifting. In [3] a high capacity lossless data hiding method was proposed based
on the relocation of zeros and peaks of the histogram of image blocks to embed
the data. Recently, Lin and Hsueh [4] presented a reversible data hiding method
based on increasing the differences between two adjacent pixels to obtain a
stego-image with high payload capacity and low image distortion.

The proposed method, shifted gradient-adjusted prediction error (SGAPE), is
based on increasing the differences between pixels of cover image and their
prediction values. The prediction error at which the number of prediction errors
is at a maximum is selected to embed the message. The prediction errors larger
than the selected error are increased by “1”. Furthermore, the selected
prediction error is left unchanged and increased by “1” if the embedded bit is “0”
and “1”, respectively.

SGAPE method is able to embed a huge amount of data (15-140 kb for a 512 x
512 x 8 grayscale image) while the PSNR of the marked image versus the
original image is very high. In addition, simplicity, short execution time and
applicability to almost all types of images make this method superior than most
of existing reversible data hiding techniques.

2. The proposed method

SGAPE method contains embedding and extracting procedures. The
embedding process includes both computing the prediction errors and
embedding the information bits in the shifted prediction errors. However, the
data extraction is the reverse of the data embedding. The proposed method is
explained in the three following subsections.

2.1 The Prediction Algorithm

The gradient variations of the neighboring pixels are used for estimating the
pixel value. The gradient-adjusted prediction (GAP) algorithm [5] operates on
seven neighbors of the current pixel of a cover image I; ;. By applying GAP
prediction for I; ; , its predictive value I; ; can be computed as follows:

dp = | Ly = Ligg| + | Lijor = Limajoa| + | Tjor = Tisnjea |

dy = |licyj = Licyjoa| + |lijor = Ljoa| + [livnjo1 = Livnj—z |
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IF (d, — dj, > 80) {sharp horizontal edge} [; ; = I;_; ;
ELSE IF (d,, — d;, <-80) {sharp vertical edge}fi,j =1l
ELSE {
Iij = (Limaj + 1jo1)/2 + (s jor = L j-1) /4
IF (d, — dp, > 32) {horizontal edge} [; ; = (I;; + ;1 ;)/2
ELSE IF (d,, — dj, > 8) {weak horizontal edge} [; j = (3[;; + I;_1;)/4
ELSEIF (d, — dj, < - 32) {vertical edge} [; ; = (I;; + I;;-1)/2
ELSE IF (d, — dj, < - 8) {weak vertical edge} [; j = (3[;; + 1, j_1)/4
}

The GAP predictor results in a new image with predicted pixel values.

2.2 Embedding
The embedding algorithm is as follows:

1) Prediction image is computed from the cover image by GAP algorithm (as
described above).

2) The prediction error (PE) matrix elements are calculated by subtracting the
predicted image from the cover image, e; j = I; j — fi, -

3) The number of prediction errors inside the interval [d , d+1) is denoted by
D(d). § value is found such that D(S) is at a maximum. As the GAP is a
good predictor, in most images S value is equal to zero.

4) To prevent from overflow and error in extracting the embedded data, the
position of all pixels with value 255 are recorded as side information. Also
steps 5 and 6 are carried out for elements with /; ;<255.

5) In shifting stage, the modified PE matrix is derived from the PE matrix by
this approach: For every e; ; (i > 2 and j > 2), if e, is larger or equal
to S+1, then the modified PE e'i, j equals e; ; + 1, otherwise e'i_ j = €ij-

6) In embedding stage, each e'i, j (i>2andj > 2)inside the interval [S ,
S+1) is increased by one if the corresponding bit of the data (to be
embedded) is one, otherwise it will not be modified. After concealing data
toe;; , embedded PE e'; ; is obtained.

7) Finally, marked image pixel [/ 'i_ j 1s achieved by I 'i_ = fi, i+ e"i_ i If

I; j=255 then I'; ;=255.

In fact, the pixels in the two top-most rows and the two left-most columns of a
cover image are preserved without carrying any hidden data. These rows and
columns are the same in cover and marked images. Thus, the first pixel that can
hold the secret message is at position (3,3) of the marked image and all scan
processes in coder and decoder should start from this pixel. It is worth
mentioning that in coder and decoder raster scan order is used. The gray value
of S and position of all pixels with value 255 will be treated as side information
that needs to be transmitted to the receiving side for data retrieval.

2.3 Detection

The following process is used for extracting secret message from a marked
image and lossless recovery of the host image and. Let the marked image
I 'l-, j be the received image at the decoder.
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1) As the pixels in the two top-most rows and the two left-most columns
do not carry any secret data, we can readily restore them by I; ; = I| ; for
i=1,2 or j=1,2. Beginning from pixel I3 3, the following steps (2-5) are
performed for each pixel completely and then iterated for the next pixel. If
I; j was recorded as side information then I; ; = I;; and steps (2-5) are
performed for next pixel.

2) The prediction pixel value [;; of I; jcan be obtained by GAP algorithm
with its seven adjacent pixels which have been already restored.

3) If embedded prediction error value, e”;; = I'; ; —1,;,
interval [S+1 , S+2) , then it is concluded that the embedded data bit is “1”.
In this case, e"’; ; should be decreased by one to obtain modified prediction

is inside the

error value, e';; = e”;; — 1. If e"; ; is inside the interval [S, S+1), then

the embedded data bit is “0” and e’; ; = e”; ; , Otherwise, there is no

embedded data bit and againe’;; = e"; ; .

4) If e';; is larger or equal to S+2 then prediction error value e;; is

calculated by decreasing e’;; by ome, e;;=e';;—1 , otherwise

e j=¢€jj.

5) Finally, the e;; should be added to prediction value 71-1]. to get original

cover image pixel, I;; =1,; + ¢; ;.
Fig. 1 shows an example of a 5x5 grayscale image. The encoder scans the cover
image in Fig. 1(c1) pixel by pixel and subtracts the prediction pixels, Fig. 1(c2),
from the cover image pixels. In the prediction error matrix, Fig. 1(c3), the S can
be found which in this example, S = 0 and D(S) = 3. The two top-most rows and
the two left-most columns are not used for embedding. Suppose that the bit
stream to be embedded is 101. The encoder scans the prediction error matrix
and all values larger or equal to 1 are increased by one, Fig. 1(c4). The elements
obtained from the previous stage which are inside the interval [0, 1) are chosen
for embedding data. If the corresponding bit of the secret data is one, the
modified prediction value is added by one, otherwise it will not be modified,
Fig. 1(c5). Marked image, Fig. 1(c6), is obtained by adding embedded
prediction errors, Fig. 1(c5), to prediction pixels, Fig. 1(c2). As said before S,
in this case equals to zero, is treated as side information.
It is already explained that the pixels withi > 2 or j > 2 are the same in
marked and cover images. The decoder scans the marked image, Fig. 1(d1),
starting from pixel at position (3,3), and does all steps pixel by pixel as follows.
Based on restored cover image pixels, Fig. 1(d2), the prediction pixel value is
computed, Fig. 1(d3). If the embedded PE, Fig. 1(d4), which is obtained by
subtracting prediction pixel from marked image pixel, is inside the interval [0,
1), the embedded data bit is “0” and modified PE is equal to embedded PE. In
case the embedded PE is inside the interval [1 , 2), the embedded data bit is “1”
and to get the modified PE, the embedded PE should be decrement. In order to
get PE, Fig. 1(d6), if modified PE is larger or equal to “2”, it has to be decreased
by one, and otherwise PE equals modified PE. Finally, restored cover image
pixel, Fig. 1(d2), is computed by adding PE, Fig. 1(d6), to prediction pixel, Fig.
1(d3).
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Fig. 1. Embedding steps (c1) - (c6) and Detection steps (d1) — (d6)

3. Experimental results and evaluations
The Ni et al.’s[2], Fallahpour and Sedaaghi’s (F&S’s)[3] , Lin and Hsueh’s [4]
and SGAPE algorithms was implemented and tested on various general test

images of UWaterloo database[6].

The comparison between SGAPE and all methods mentioned in this literature
proves that SGAPE method is capable of hiding more secret data than almost
all compared methods at the same (above 40dB) PSNR. The experimental
results of SGAPE method show that the embedded data remains invisible,
besides no visual distortion can be revealed. It is noteworthy that the embedded
data was generated by the random number generator in MATLAB.

Table I, summarizes the experimental results obtained by SGAPE method. In
Right Shifted type, interval [0, 1) is used for embedding data and the prediction
errors larger or equal to “1” are increased by one. In RL Shifted type, after right
shifting, left shifting is used. In left shifting, the prediction errors smaller than
“0” are reduced by one and interval [-2, -1) are used for embedding. The
payload capacity is enhanced and the distortion is increased by increasing
numbers of interval [S, S+1).

Fig. 2 illustrates the performance comparison of SGAPE with the methods
reported in [2], [3] and [4] for Lena, Barbara, Baboon, and Boat images in
terms of PSNR and payload (bpp: bits per pixel). As shown in Fig. 2 SGAPE
scheme provides high enough bound of the PSNR (above 40dB) with a quite
large data embedding capacity, indicating fairly better performance of SGAPE
method. Fig. 2 confirms better performance of gradient-adjusted shifted
prediction error method.
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Table I. PSNR (dB) and payload (bits) of the test images of UWaterloo database.

Shift type Right Shifted RL shifted RLR shifted RLRL shifted
Lo Paload 28971 57949 83937 108540
_____________ PSNR 52.1 49.2 459 4.1
papare | Payload 23816 47363 68743 89296
_____________ PSNR 51.9 49 45.5 43.7
bowe  Payload 28941 56850 82322 105900
_____________ PSNR 52.1 49.2 458 44
T T bayload 20837 4t466 60207 79110
_ Goldhill - PINR 52 489 45.4 435
babonn | Payload 9620 1927777 28584 37678
_____________ PSNR 515 48.5 44.7 42.7
peppers | PVlond 22841 4se69 66106 86373
_____________ PSNR 51.9 49 45.5 43.6
Jelda | Payload 28906 57908 84636 110798
PSNR 52.2 49.2 459 442

It is observed that this scheme provides high enough bound of the PSNR with
a quite large data embedding capacity.
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Fig. 2. Comparison among methods in [2], [3], [4] and SGAPE for Lena, Barbara,
Baboon, and Boat images.

4. Conclusion

This paper presents a novel high-capacity reversible data hiding algorithm
called shifted gradient-adjusted prediction error (SGAPE) which is based on
shift differences between cover image pixels and their predictions. Large
capacity of embedded data (15-140 kb for a 512 x 512 grayscale image), very
high PSNR, applicability to almost all types of images, simplicity and short
execution time are key features of this algorithm. Therefore, SGAPE method
has advantages to the methods reported in [2] and [4] where used algorithms are
considered as among the best methods in lossless data hiding.
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2.3 High capacity, reversible data hiding in medicahgas

69. M. Fallahpour, D. Megias, and M. Ghanbari, ‘figapacity, reversible data hiding in
medical images," in IEEE International Conferencelmage Processing (ICIP2009). Los
Alamitos, CA, USA: IEEE Computer Society, 2009piess.

It is worth pointing out that the International éerence on image processing is in a
category A in the CORE Computer Science Confer&agkings[87].



HIGH CAPACITY, REVERSIBLE DATA HIDING IN MEDICAL IMAGES

M. Fallahpourj, D.Megiasl and M. Ghanbari, FIEEE®
"Universitat Oberta de Catalunya, Spain
* University of Essex , United Kingdom

ABSTRACT

In this paper we introduce a highly efficient reversible

data hiding technique. It is based on dividing the image into
tiles and shifting the histograms of each image tile between
its minimum and maximum frequency. Data are then
inserted at the pixel level with the largest frequency to
maximize data hiding capacity. It exploits the special
properties of medical images, where the histogram of their
non-overlapping image tiles mostly peak around some gray
values and the rest of the spectrum is mainly empty. The
zeros (or minima) and peaks (maxima) of the histograms of
the image tiles are then relocated to embed the data. The
grey values of some pixels are therefore modified.
High capacity, high fidelity, reversibility and multiple data
insertions are the key requirements of data hiding in medical
images. We show how histograms of image tiles of medical
images can be exploited to achieve these requirements.
Compared with data hiding method in the whole image, our
scheme can result in 30%-200% capacity improvement with
still better image quality, depending on the medical image
content.

Index Terms— data hiding, Image watermark, medical
images

1. INTRODUCTION

Data hiding is the insertion of a message into a host
document or cover media. In applications where additional
information is required to describe another information
media, such process can be very useful. For instance, in
medical images, patients’ details and the doctors’ views can
be inserted into the medical images to form a comprehensive
data bank. However, data hiding in medical images, due to
their specific requirements impose certain constraints, which
set some specific requirements. In fact high quality
(fidelity), authentication, high capacity, frequent insertions
and reversibility are the main requirements of medical files.
Various kinds of data hiding for medical images that may
meet some but not all the requirements can be categorized
into three requirements of high quality, reversibility and high
capacity.

To preserve high quality, one may embed information in the
region of non-interest (RONI) [1]. The main drawback of
this method is the ease of introducing copy attack on the

non-watermarked regions. Various experiments suggest that
RONI corresponds in general to the black background of the
image, but sometimes RONI can include gray-level parts of
little interest [2], thus leaving some area for embedding on
the gray level image itself. For the reason that there is no
interference with the invisibility, image content is less strict;
consequently one can revert to methods with higher
robustness and capacity [3]. Another medical image
watermarking system embeds information in bit planes,
which results in stego images with very low normalized root
mean square errors (NRMSE), indicating that the watermark
is practically invisible [4]. On reversible data hiding, where
the embedded content can be added or removed without
affecting the original image quality, [5], a vast attempt has
been recently provided. However the capacity is still way
below the embedding capacity of nonreversible data hiding
technique. However, if capacity is of prime importance, then
quality can be sacrificed for capacity. For instance, the
embedded data may replace some image details such as the
least significant bit of the image [6] or details are lost after
lossy image compression [7]. For a survey on medical
watermarking application, the readers may refer to [8].
Perhaps the histogram-shifted-based lossless data hiding
algorithm proposed by Ni et. al [9] is one the most capacity
efficient data hiding system that suits medical images well.
Since in this method, at most the intensity of all the
watermarked pixels are shifted by one quantum level, then
for an 8-bit image with the mean squared error (MSE) of 1,
the PSNR of the watermarked image, at the worse case
PSNR=10xLogl0(255x255/MSE)=48.13dB, =~ which  is
regarded a very high quality and is suitable for medical
images. In this paper we show how by applying shifted-
histogram, not only the watermarked image quality can be
improved, but more importantly, the data hiding payload can
be significantly increased.

The rest of the paper is as follows. Characteristics of the
proposed algorithm and its details are described in Section
II. Experimental results are presented in Section III, and
conclusions are drawn in Sections IV.

2. PROPOSED METHOD

The main idea in the shifted-histogram data hiding method is
to find a pair of maximum and minimum in the image pixel
intensity histogram and then shift the intensity of those
pixels within the maximum and minimum frequency range



by one level, towards the minimum frequency level. This
creates an empty space on the shifted histogram at the
vicinity of the maximum pixel density. To embed a data
stream, the modified image is re-scanned and when the pixel
of maximum frequency is encountered if the corresponding
bit in the embedding stream is “1” its gray level is
incremented by one level otherwise it is unaltered. Thus the
maximum number of bits that can be hidden into the image
is equal to the maximum frequency of the original
histogram. Due to the created gap, the data hiding
mechanism is reversible. The values of the pixels with
maximum and minimum frequency are also recorded as side
information. If the minimum frequency is non-zero, then
their numbers also need to be embedded as the side
information, which reduces the data hiding capacity of the
system.

Although Ni et. al. have shown that their algorithm for a vast
variety of images outperforms almost all the known
reversible data hiding methods so far, we believe for medical
images it has two drawbacks:

1. If the intensity of the pixels in a region of interest lay in
the maximum and minimum range of the histogram,
then their values are also modified.

2. If the minimum frequency of the histogram is non-zero,
the coordinates of all the pixels with minimum
frequency have to be embedded as side information.
This restricts the data hiding capacity of the system.

Now if the image is partitioned into sub-images, the so-
called image tiles, and the histogram shifting is applied to
each image tile, not only the above shortfalls are overcome,
but some additional benefits can be gained. These include:

1. Region of Interest: The image can be divided into parts
such that, only the histograms of the non-region of
interest image tiles are modified and the data is hidden.

2. High payload: In the shifted-histogram based data
hiding method, the maximum number of hidden bits is
equal to the maximum frequency of the pixel intensity
histogram. When the histograms of the image tiles are
considered separately, it is intuitive that the sum of
individual maxima is greater than the maximum of the
original image intensity histogram. Hence shifted-
histograms of the image tiles can hide more data.

3. Higher objective quality: In the shifted-histogram
method, the marked image quality depends on the
number of pixels whose intensity lay between the
maximum and minimum frequency pixels, irrespective
of the number of hidden bits. That is, image quality due
to embedding of one bit of data is as bad/good as if the
maximum payload (equivalent to the maximum of
histogram) is embedded. On the other hand, with the
histograms of image tiles, they may be first prioritized,
in the order of their least intensity distance between the
maximum and minimum frequency. Data are embedded
in the ordered image tiles till it is fully loaded, and the
left over data will be carried over to the next image tile,

and so on. In this way, for a given payload, the intensity
of the smallest number of pixels is modified and hence
image quality will be at its best.

4. Higher subjective quality: Rather than prioritizing the
image tiles as in 3 above, they may be prioritized based
on their spatial content. Data hiding can then start from
those image tiles that have the highest spatial details. In
this case, due to spatial masking of the human visual
system, the subjective quality of the watermarked image
will be at its best.

5. Narrower histogram: Some image tiles have much
narrower histograms than that of the whole image. This
is particularly true for medical images that leads to the
flowing useful properties for data hiding:

a) In the broader histogram of the whole image the
minimum frequency may not be zero. Hence for
reversible data hiding, their positions need to be
identified and given as side information, which
greatly reduce the data hiding capacity. On the other
hand, in the narrower histograms of the image tiles,
the minimum frequencies are more likely to be zero.
b) Narrower histograms provide the opportunities of
selecting the most suitable pairs of peaks-zeros that
will increase the quality of the marked images.

The two steps of our embedding of watermark and its

detection will be as follows:

2.1 Embedding

1. The image is first divided into N}, non-overlapping image

tiles (e.g. N, =4, 16). The intensity histogram of each image

tile is generated and, the following steps (2-4) are iteratively

executed for each image tile.

2. In each image tile, for a given number of n (peak, zero)

pairs, the pairs are chosen such that the image quality is

either maximized (least distances between the chosen pairs),

or according to any other criteria such as perceptual quality.

The (P;, Z;) pairs are then prioritized either based on

objective or subjective quality, as explained above, with P;

and Z; as the intensity of the peak and zero.

3. The following iteration is executed n times for i =1: n.

4. For pair (P;, Z;) the image tile is scanned and if:
a) P; > Z;, the gray values of the pixels between Z;+1 and
P; are reduced by one (shifting the range of the histogram
[Z; +1, P;] by 1 to the left). This creates a gap at gray
level P;. The image tile is re-scanned and the gray values
of the pixels with gray value of P; -1 are incremented by
one if the bits of the to be embedded data are “17,
otherwise they will not be modified.
b) Z; > P;, the gray values of the pixels between P; +1 and
Z; -1 are increased by one. This creates a gap at gray
value P; +1. Then image tile is re-scanned and the gray
values of the pixels with gray value of P; are increased by
one if the corresponding bits of to be embedded data are
“1”, otherwise they will not be altered.



The number of image tiles, Ny, their priority order, number
of (peak, zero) pairs n, their positions will be treated as side
information that needs to be transmitted to the receiving side
for data retrieval.

2.2 Detection

For the given Ny, their embedding order and n, the following

process is used to extract the secret message from a marked

image and the lossless recovery of the host image.

1. Firstly, the image is divided into Nj, image tiles. They are
then rank ordered in their order of priority. Then steps 2-3
are repeatedly executed for each image tile.

2. The following iteration is done n times for i =1: n.

3. For pair (P;, Z;) the image tile is scanned and if:

a) P; > Z;, the pixel with gray value P; indicates that the
embedded data bit was 1 and it should not be modified.
Otherwise, if it is equal to P;-1, it indicates that the
embedded data bit was 0. In this case, its gray value has to
be increased by 1. Later on the gray values of all pixels
with gray values between Z; and P;-2 need to be increased
by one.

b) Z; > P, the pixel with gray value P; indicates that the
embedded data bit was 0 and they do not need to be
modified. However, if it is equal to P; +1, it indicates the
embedded data bit was 1. Then, its gray value is reduced
by 1. Therefore, the gray values of all pixels with gray
values between P; +2 and Z; are reduced by 1.

The shift of the peaks and zeros should not lead to loss of

information about the location(s) of peaks and zeros. It is

noteworthy that, in any case, if there is no sufficient number
of zeros the minima are used instead of zeros.

3. EXPERIMENTAL RESULTS AND EVALUATIONS

We have tested the performance of the proposed method
for 4 and 16 image tiles, on a variety of medical images. The
original image sizes were 512 x512 pixels with 8 bit
resolution. Table 1 summarizes the results of Cancer tissue
image(im2 of Fig 1) tiles, with respect to that of the whole
image. As the table shows, tiled images have higher data
hiding capability and still do have a better watermarked
image quality. By using four tiles the overall capacity is
14,247 bits/whole image, which is almost 119% extra
payload compared to using the whole image and average
marked image quality of 45.3 dB, or 0.7 dB improvement in
quality. The number of peak-zero pairs can vary from one
tile to another and they can be arranged such that for
instance, the watermarked image quality is uniform across
the whole image. The extra payload is image dependent. For
example, in Image number 6 (Im6), which shows the least
average percentage of the watermarked image quality under
tiling is always better than the whole image itself. On the
other hand, in image 2 (Im2), albeit at a slightly lower
quality, the degree of improvement in payload varies with
marked image quality. The 4-tile and 16 tile images can
hide on average more than 100% and 100-220% respectively

over the whole improvement of 1-5 % for 4-tile and 30-40%
improvement for the 16 tile images over the whole image.

Table. 1 Maximum capacity and marked quality of whole and 4
tiles of Cancer tissue image (im2 of Fig 1).

Image Whole 4 tiles image
£ image | Tile1 | Tile2 | Tile3 | Tile4
. 4362 | 3794 | 4217 | 1874
Capacity 6492 14247
PSNR 446 48 | 42.224L 345.26 | 49.06

im6
Fig. 1 Six original medical images

Table 2 shows the maximum payload and the quality of 6
various medical images which are shown in Fig 1, under
shifted histogram of whole (WSH), 4-tile(TSH-4 ) and 16-
tile (TSH-16) versions. In each experiment the results were
the average of 60 embedded sets of random bit stream
messages. In each experiment, data were embedded at the
full capacity of each image, without use of any priority in
image tiles, their spectral density or number of peak-zero
pairs. Up to 4 pairs of peak-zero has been used but the
PSNR may not be acceptable at some higher number of
pairs. The first column shows the number of peak-zero pairs
and the maximum payload of the whole image, 4-tile and 16-
tile images are respectively depicted in columns, 2, 3 and 5.
The percentage of increase in payload for 4 and 16 tile
images over the whole image, for similar number of peak-
zero pairs are respectively shown in columns 4 and 6.
Finally, the watermarked quality of each method is shown in
columns 7, 8 and 9. Marked image quality greater than 40
dB are highlighted. As in all cases quality can be traded for
capacity. For equal quality, the improvement in payload
capacity can be better judged from Fig 2, for two extreme
images of Im2 and Imé6. For instance for a 42 dB image
quality, in Im6 while 4-tile image has 5% larger capacity
over the whole image, in 16-tile version, this extra capacity
is about 42%. This extra capacity, for the most favorable
image, Im2 of the above data base is 110% and 200% for the
4tile and 16-tile.
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Table. 2 Maximum capacity and marked quality of whole, 4 and
16 tiles of 6 medical images of Fig 1.

P load PSNR of marked
ure payloa images (dB)
Imagel ‘o | TSH-4 TSH-16 | oo | TSH- | TSH-
n| bits | bits | % | bits | % 4 |16
1 9834 10931 11 16668 69 | 49.0 | 504 53.0
Im 1 2 | 19515 | 20874 7 31385 61 | 43.0 | 439 47.3
3 | 26720 | 29810 | 12 44201 65| 394 40.6 43.9
4 | 33918 | 37967 | 12 55528 64 | 37.0 | 38.1 41.2
1 3276 7694 |135| 10552 |222| 50.5 | 51.3 521
Im 2 2 6492 14247 1119 20070 |209| 44.6 | 45.3 46.4
31 9629 20243 |110| 28841 |200| 41.2 | 42.7 42.8
4 | 12528 | 26153 [109| 36988 195| 38.6 40.2 40.7
1] 11181 11506 3 15208 36 | 49.0 | 50.2 513
Im 3 2 | 21833 | 22465 3 29425 35| 429 | 441 45.2
3 | 30184 | 31702 5 41715 38 | 39.3 40.6 41.5
4 | 38181 | 40333 6 53286 40 | 369 | 38.0 39.0
1 2729 4817 77 6560 140| 48.5 54.2 53.1
Im 4 2 5413 9560 77 12916 139| 42.5 49.1 47.3
3 | 8096 14155 | 75 19107 |136| 38.9 | 445 43.5
4 | 10652 18698 | 76 25010 |135]| 380 | 414 41
1 2121 4382 107 10711 |405| 57.3 56.1 54.3
Im5 2 3978 8433 |112| 16776 |322| 52.3 49.5 48.2
3 5825 12116 |108| 22612 |288| 48.8 46 44.8
4 | 7664 15555 |103| 28050 |266| 44.1 | 43.3 41.5
1 7861 7929 1 10045 28 | 48.3 48.4 50.1
Imé6 2 | 11083 11607 5 15724 42 | 443 44.4 44.9
3 | 14280 14944 5 20242 42 | 41.5 41.8 42.1
4 | 17473 18217 4 24262 39| 39.2 39.6 39.9

The image quality would have been improved, as the results
of Fig 2 had indicated.

4. CONCLUSION

We have shown that data-hiding based on the shifted
histogram is better to be applied to image tiles than the
image itself. This not only improves the data-hiding
capacity, but also improves the marked image quality. This
is mainly due to the fact that sum of the peaks of the
individual pixel intensity histograms is greater than the
single peak of the image histogram itself. Besides, the
individual histograms are much narrower and sharper than
the histogram of the image itself, creating more possibility
for zeros, as well as making distances between the peaks

tiles, such that while the region-of-interest data can be free
from disturbance, they can also be hidden according to the
perceptual characteristics of the human visual system and
zeros in each image tile shorter. All in all improving the
marked image quality, while maintaining high data
embedding capability. Finally individual histograms make it
possible to distribute the embedded bits among the image.
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Abstract. This paper presents a very efficient method for audio data hiding
which is suitable for real-time applications. The FFT magnitudes which are in a
band of frequencies between 5 and 15 kHz are modified slightly and the
frequencies which have a magnitude less than a threshold are used for
embedding. Its low complexity is one of the most important properties of this
method making it appropriate for real-time applications. In addition, the
suggested scheme is blind, since it does not need the original signal for
extracting the hidden bits. The Experimental results show that it has a very
good capacity (5 kbps), without significant perceptual distortion and provides
robustness against MPEG compression (MP3).

Keywords: Audio data hiding, Fast Fourier Transform (FFT), Real time

1 Introduction

By the growth of audio production and broadcasting, security issues have arisen for
audio producers. Recently, watermarking has been suggested as a good means for
protecting audio against illegal tasks mainly for ownership proof and
copy/modification detection. While most multimedia watermarking researches have
been devoted to images so far, in the last decade many audio watermarking schemes
have been suggested. These methods use the weakness of the human auditory system
to embed the hidden data in the regions of the audio signals at which human ears are
unable to perceive the distortion caused by the data embedding process.

Considering the embedding domain, audio watermarking techniques can be classified
into time domain and frequency domain methods. In time domain schemes, the
hidden bits are embedded directly into the time signal samples. These methods are
easy to implement and are usually very efficient but they tend to be weak against
common signal processing attacks. Phase modulation [1] and echo hiding [2] are well
known methods in the time domain.

In frequency domain watermarking, after taking one of the usual transforms such as
FFT, MDCT and WT from the signal, the hidden bits are embedded into the resulting
transform coefficients [3-6]. In [6] the low-frequency coefficients of the wavelet
transform are used for embedding the watermark. The robustness of this scheme



against various attacks is high but this method is not adaptive. Consequently, this
scheme cannot be used in real-time software and users have to determine the
embedding strength by using subjective audio quality tests for each audio signal. This
process is very time-consuming and costly. In other group of schemes, the hidden data
are embedded into the audio signal by changing middle frequency components in the
frequency domain [7] or in the time domain [8].

Using methods based on transforms provides a better perception quality and
robustness against common attacks at the price of increasing the computational
complexity. For real-time applications complexity is the most important issue to be
considered. In [9], an efficient audio watermarking method suitable for real-time
applications is proposed. In this method, the hidden bits are embedded into the scale
factor values during the MP3 encoding process. Also, [10] proposes a method to
embed and extract the watermarks into and from digital compressed audio and
therefore is applicable only to compressed audio. J. Garcia [11] proposed a real-time
method which use spread spectrum algorithm in the modulated complex lapped
transform (MCLT) domain to embed the watermark. In fact, just a few algorithms for
an efficient real-time audio watermarking have been proposed so far.

In this paper we present a very efficient method for audio watermarking which is
suitable for real-time applications. This scheme has been implemented taking special
care for the efficient usage of the two restricted resources of computer systems:
memory space and CPU time. It offers to the industrial user the capability of
watermark embedding and detection in time immediately comparable to the real
playing time of the original audio file, while the end user/audience does not find any
artifacts or delays hearing the watermarked audio file. In the proposed algorithm, the
FFT magnitudes of the selected clip which are in a band of frequency between 5 and
15 kHz are slightly distorted and magnitudes which have a value lower than a chosen
threshold are used for embedding. This frequency band is scanned and when we meet
the magnitude with the value lower the threshold it is increased if the corresponding
embedding bit is ‘1°, otherwise the magnitude is not altered.

Low complexity is one of the most important properties of this method, making it
appropriate for real-time applications. In addition, the suggested scheme is blind one
since it does not need the original signal for extracting the hidden bits. The
experimental results show that the method has a very high capacity (above 5 kbps)
and provides robustness against MPEG compression.

The rest of the paper is organised as follows. In Section 2 the suggested scheme is
presented. In Section 3, the experimental results are shown. Finally, Section 4
summarises the most relevant conclusions of this research.

2 Suggested scheme

We have chosen the Fast Fourier transform (FFT) domain to embed the hidden
data to exploit the translation-invariant property of the FFT transform such that small
distortions in the time domain can be resisted. Compared to other schemes, such as
quantisation or odd/even modulation, keeping the relationship of FFT coefficient pairs
is a more realistic scheme under distortions. We select a band of frequency between 5



kHz and 15 kHz to embed the data, choosing the frequencies for which the value of
the magnitude is near one. Since we need integer values for the FFT magnitude in the
embedding step, these magnitudes are multiplied by a reference level q and then
rounded to the nearest integer. This scaling and rounding process generates a great
deal of zero values in the magnitudes, so the signal will result slightly distorted.
Changing the parameter q, both the capacity and the perceptual distortion will be
affected. When q decreases, the capacity is increased but the perceptual distortion also
enlarges and vice versa (capacity and distortion can decrease by rising q).

Figure 1 shows an example of selecting a band to embed data. The experimental
results presented in Section 3 show how this choice affects the properties of the
watermarking scheme (capacity and transparency). The choice of the band of
frequencies and the reference level q depends on the application. For example, if the
marked audio should have a very high capacity a wide frequency band could be
selected but this would increase distortion.
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Fig 1. (a) Magnitude of the spectrum for the violoncello wave file and (b) selected band for
embedding

The watermarking scheme presented here is positional. This means that the
detector must be synchronised in order to recover the embedded bits correctly. In a
real application, the cover signal would be divided into several blocks of a few
seconds and it is essential that the detector can determine the position (the beginning
sample) of each of these blocks. One of the most practical solutions to solve this
problem is to use synchronisation marks such that the detector can determine the
beginning of each block. Several synchronisations strategies have been described in
the literature (for example [15, 16]) and any of them could be used together with the
method described here in order to produce a practical self-synchronising solution.

The embedding and detection methods are described in the following sections.

2.1 Watermark embedding

The embedding steps are as follows:

1- Based on the computation processor (speed and memory) select the length of the
segment of the audio file.

2- Calculate the FFT of the audio segment.



3- Select the band of frequencies between 5 kHz and 15 kHz for which the
magnitudes are near 1.

4- Using q as a parameter, convert the FFT magnitudes to integer values (multiplying
them by q and then rounding).

5- Expanding step: scan all these integer FFT magnitudes in the selected band. If a
magnitude is larger than zero then increase it by 1. After this step we have no
magnitude with the value 1.

6- Embedding step: scan again all integer FFT magnitudes in selected band. When a
zero magnitude is found, if the corresponding embedded bit is ‘1’ add one to the
magnitude. Otherwise, the magnitude is not changed. After this step all magnitudes
with value zero or one represent an embedded bit.

7- The marked (FFT) signal is achieved by dividing all the magnitudes by q.

8- Finally, use IFFT to achieve the marked audio segment in the time domain.

2.2 Watermark extracting

The watermark detection is performed by using the FFT transform and the embedding
parameters. Since the host audio signal is not required in the detection process, the
detector is blind. The detection process can be summarised in the following steps:

1- Calculate the FFT of the marked audio segment.

2- To achieve scaled FFT magnitudes multiply them by q.

3- Detection step: scan all scaled FFT magnitudes in selected band. If a magnitude
with value in the interval [0, 1/2) is found, then the corresponding embedded bit is
equal to ‘0’ and the restored magnitude equals to zero. If the magnitude value is in the
interval [1/2, 3/2), then the corresponding embedded bit is equal to ‘1’ and the
restored magnitude equals to zero.

4- Scan all scaled FFT magnitudes in the selected band. If each magnitude value in
interval [k+1/2, k+3/2), then the restored magnitude equals to k.

5- The restored magnitudes are achieved by dividing them by q.

6- Finally, use IFFT to achieve the restored audio segment.

3 Experimental results

To evaluate the performance of the proposed method, two pieces of audio signals
have been selected from the Sound Quality Assessment Material (SQAM) corpus
audio files [12], used for watermarking. All audio clips were sampled at 44.1 kHz
with 16 bits per sample resolution. The experiments have been performed for each
channel of the audio signals separately. Hence, we have four test mono signals.

The Objective Difference Grade (ODG) is used to evaluate the transparency of the
proposed algorithm. The ODG is one of the output values of the ITU-R BS.1387
PEAQ [13] standard, and its description is shown in Table 1. Additionally, the
software OPERA [14] based on ITU-R BS. 1387 was used to provide an objective
measure of quality.



Table 1. ODG description

Impairment ODG
Imperceptible 0.0
perceptible, not annoying -1.0
slightly annoying -2.0
Annoying -3.0

very annoying -4.0

Tables 2, 3, 4, and 5 show the effect of changing the scaling coefficient q and the
width of the selected frequency band (B) on capacity, transparency (ODG) and the
BER of detection after MPEG compression for the Trumpet (trpt21_2.wav) and

Violoncello (vioo10_2.wav) wave files.

In Table 2, the first and second rows show the results obtained with the same q
and different B. When using a wider frequency band both the capacity and the
perceptual distortion increase. Note that BER is provided for various MPEG
compression rates. The fourth and fifth rows show that when q increases, capacity
decreases but perceptual distortion is reduced. Finally the sixth and seventh rows

show that the BER is affected by the MP3 compression rate.

Table 2. Trumpet.wav left channel

Frequenc Capacit Mp3 rate
1 bang (ksz> (lI:ps) ' ODG (Ebps) BER %
5 8.5-16 7205 -0.73 128(> 128) 1.0 (0.0)
5 11-16 5038 -0.67 128(> 128) 1.2 (0.0)
4 6.5-16 8454 -0.95 128(> 128) 1.0 (0.0)
4 5-11 6009 -0.92 >128 0.0
3 5-11 6050 -1.71 >128 0.0
3 3-14 7449 -1.94 128 1.7
3 3-14 7449 -1.94 > 128 0.0
Table 3. Trumpet.wav right channel
Frequency band Capacity Mp3 rate
1 (kHz) (bps) OPE | kpps | BER%
5 8.5-16 5860 -0.67 128 1.0
5 11-16 2534 -0.71 128 0.0
4 6.5-16 6083 -0.93 128 1.0
4 5-11 3954 -1.06 >128 0.0
3 5-11 4418 -1.51 > 128 0.0
3 3-14 7560 -1.75 128 1.1




Table 4. Violoncello left channel

Frequency band | Capacity Mp3 rate
e (kHz) (bps) OPG | kbpsy | PER%
1.5 11-14 4074 -1.06 >128 0.0
1.75 11-14 3570 -0.91 128 (> 128) | 0.5(0.0)
Table 5. Violoncello right channel
Frequency band | Capacity Mp3 rate
g (kHz) (bps) OPG | (kbps) | PER%
1.5 11-14 3155 -0.93 128 (>128) 3.0(0.0)
1.25 11-14 3788 -1.17 > 128 0.0

It is worth to mentioning that Reed-Solomon Codes (or other error correction
codes) could be used to improve BER rates if required (at the price of reducing the
capacity). Similar results are shown in the other tables.One of important issue in audio
watermarking is computation time. As FFT is a fast transform this method is very
useful for real-time applications. Table 6 illustrates the embedding and extracting
times. It worth to mention that these computation times have been achieved with an
Intel (R) core (TM) 2 Duo 2.2GHz CPU and 2 GB of RAM memory. It can be noticed
that the extracting time is one order of magnitude smaller than the file playing time.
Thus, it is perfectly possible to recover the embedded data in a real-time scenario.

Table 6. Computation time

Audio File Time (sec) Embedding time (sec) | Extracting time (sec)
Violoncello 30 4.15 4.01
Trumpet 17.8 1.82 1.76

5 Conclusion

In this paper, we describe a high capacity data hiding algorithm for digital audio
which is appropriate for real-time applications. A scaling coefficient (g) and the
selected frequency band to embed the hidden information in it are the two main
parameters of this method. The experimental results show that using different values
for g and the frequency band lead to different capacity, perceptual distortion (ODG)
and bit error rates (BER) of detection after MP3 compression. Low complexity is one
of the most important properties of this method, making it suitable for real time
applications. Furthermore, the suggested scheme is blind, since it does not need the
original signal for extracting the hidden bits. The experimental results show that this
scheme has a very good capacity (5 kbps or above), without significant perceptual
distortion and provides robustness against MPEG compression (MP3).
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Abstract: An audio watermarking technique in the frequency domain
which takes advantage of interpolation is proposed. Interpolated FFT
samples are used to generate imperceptible marks. The experimental results
show that the suggested method has very high capacity (about 3 kbps),
without significant perceptual distortion (ODG about —0.5) and provides
robustness against common audio signal processing such as echo, add noise,
filtering, resampling and MPEG compression (MP3). Depending on the
specific application, the tuning parameters could be selected adaptively to
achieve even more capacity and better transparency.
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1. Introduction

With the broad use of information security applications and the rising growth of
the watermarking schemes, various signal processing techniques are being used to
improve audio watermarking methods. Audio watermarking methods exploit the
insensitivity of the human auditory system (HAS) in various techniques such as
embedding algorithms based on low-bit coding, echo, rational dither modulation
[1], patchwork [2], Fourier transform [3, 5], wavelet transform [4] or spread
spectrum and interpolation [6, 7].

Interpolation techniques are often designed to provide a good perceptual quality
from known sample values [8]. In [6], an original audio signal is divided into
distinct frames and then a secret bit is embedded in each frame by using spline
interpolation. [7] proposes a spline interpolation-based watermarking scheme with
more robustness against attacks than the one suggested in [6].

The aim of the proposed method is to develop a high-bit-rate audio watermarking
technique with robustness against common attacks and good transparency. This
algorithm is based on the difference between the original and the interpolated
amplitudes of the FFT samples as obtained by spline interpolation. If the difference
is lower than a given fraction of the interpolated value, it is selected for embedding
secret information. To obtain the marked FFT samples, the interpolated value is
changed according to the secret bit. The experimental results show that the method
provides high data bit rate, about 3 kbps, with good perceptual transparency (ODG
about —0.5) and robustness against common attacks. Better capacity and
transparency may be achieved with appropriate tuning for specific applications.

2. Proposed method

Interpolation [8] is a technique of constructing new data points within the range
of a discrete set of known data points. Linear interpolation is obtained by passing a
straight line between two data points. Polynomial interpolation is the best known
one-dimensional interpolation scheme. Its advantages consist of its simplicity of
implementation and the good quality of the interpolants obtained from it. However,
it has a relatively low performance. In the spline interpolation, the interpolation
interval is divided into small subintervals and each of these is interpolated by using
a third-degree polynomial. The main advantages of the spline interpolation, which
is used in the proposed algorithm, are its stability and calculation simplicity.

2.2 Embedding algorithm
We use some of the original FFT samples as source data in the coder and do not
alter them. Hence, these original values can be used in decoder. In the algorithm,
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we use the odd FFT samples to generate the interpolated values of the even
samples which are used for embedding the secret bits. In the receiver, the original
values of the odd FFT samples and the interpolated even samples are the same as in

the coder. The embedding steps are follows:
k=1;
fori = lowpgpng to highyana
if mod(i,2) ==0
e =fi—1;
if |ei| > 2a Ii

fi="1s

elseif b, ==0
fi=IL;k=k+1;

else if {(b, == 1) and (¢; = 0)}
fi=LO+a)yk=k+1;

else
fi=L-a))k=k+1;

end;

end;
end;

where f; is the magnitude of the i" sample of the FFT spectrum,
lowpgna and highy g nq are the lower and higher limits of a selected band for
embedding secret information , I; is the interpolated value of f;, « is a threshold,
byis the k™ bit of secret bit stream, and f; is the marked value of f;.

Adaptation to capacity, transparency and robustness against attacks is the most
relevant advantage of the proposed method. i.e. the results are altered by changing
the selected frequency band and the threshold. The selected frequency band is the
area which is used for embedding secret information. Another main parameter of
this algorithm is threshold a, which defines the maximum allowed ratio of
interpolation error (difference between original FFT sample and its interpolant) to
the interpolated sample for embedding. The interpolated sample can be used for
embedding secret information when the ratio between the interpolated error to the
interpolated sample is less than the threshold. The frequency band 0.5 — 5 kHz and
a = 0.3 are suitable fixed parameters which have been selected for this algorithm
after different experiments. However, depending on the application, these
parameters could be modified to obtain better capacity and/or distortion.

The FFT samples with an amplitude value lower than one (when the original
time-domain audio signal is normalised between —1 and 1) are sensitive to a few
attacks such as MP3 compression. Thus, interpolation is not used for even FFT
bins with value less than one. These FFT amplitudes are fixed to O instead and, if
the corresponding embedding bit is 0, it is not changed. Otherwise, if the secret bit
is one, the amplitude is increased to 0.5.

The effect of some attacks [12] on the embedding scheme has been analysed. For
example, the echo attack is one of the most difficult ones to survive. Fig. 1 (a)
shows the FFT spectrum of the marked signal and Fig.1 (b) displays the
echo-attacked spectrum. Fig.1 (c) illustrates the difference between marked and
echo-attacked spectra. This spectrum shows how the echo-10 attack repeats the
signal after 10 samples and destroys the signal. In this case, we can use three
secure spaces which are indicated by red rectangles for which the difference is
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very low and the echo attack does not destroy the FFT samples. Fig 1. (d) — (f)
shows the marked, attacked, error of attack and the secure embedding area (the
region for which the difference between the marked and attacked signals is low)
for the BassBoost attack. To find a secure area, we should consider the ratio
between the error and the attacked samples, not the amplitude of the error, since we
use the ratio to extract information. Different applications have different
requirements. In copyright protection, robustness is more relevant than capacity,
whereas for transmission of secret information it is the opposite. Thus, depending
on the application, the frequency band and the threshold could be changed. In this
paper, we have used a fixed frequency band and threshold for various natural audio
files and different attacks to show the widespread use of the proposed method.

4000 200
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Fig. 1. FFT spectrum of (a),(d) marked audio signal (b) echo-10 attacked (c)
error of echo-10 attacked (e) BassBoost attacked (f) error of BassBoost attacked

2.3 Extraction algorithm
As mentioned for the embedding steps, in the receiver the original values of odd
FFT samples and the interpolated value of the even samples, I;, are the same as in
the coder. The following algorithm describes how to obtain the secret bit sequence,
by, by using the marked FFT sample , fi’, the frequency bands and the threshold ,
a, as input values.
k=1;
fori = lOWbandtO highband
if mod(i,2) == 0
e =fi —1Ii;
if |el’| < 0.5 Ii
by=0; k= k+1;
elseif (le/| = 0.5a ;) and (|ej/| < 1.5a ;)
by=1 k= k+1;
end;
end;
end;

3. Experimental results

To evaluate the performance of the proposed method and to consider the
applicability of the scheme in a real scenario, five songs included in the album
Rust by No, Really [10] have been selected. All audio clips are sampled at 44.1
kHz with 16 bits per sample and two channels. The Objective Difference Grade
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(ODG) [9] is used to evaluate the transparency where ODG = 0 means no
degradation and ODG = —4 means a very annoying distortion.

Table I illustrates the perceptual distortion and the payload obtained for these
songs and compares the performance of the proposed watermarking algorithm and
several recent audio watermarking strategies robust against many attacks. [1]
Evaluates distortion by mean opinion score (MOS), which is a subjective
measurment, and achieves transparency between imperceptible and perceptible
but not annoying, MOS = 4.7. [4, 5] have a low capacity but are robust against
most of common attacks. [6] proposes a high bit rate data hiding, but only
considers MP3 compression attacks. We have used several random bits for
embedding leading to different transparency results which are shown in the ODG
column. The comparison shows the superiority in both capacity and
imperceptibility of this method with respect to other schemes in the literature. Note
that all the results have an ODG between 0 (not perceptible) —1 (not annoying), and
that capacity is around 3000 bps in all the experiments. The proposed method is
thus able to provide large capacity whilst keeping imperceptibility in the admitted
range (-1 to 0). We provide imperceptibility results both as SNR and ODG. SNR is
provided only for comparison with other works, but ODG is a more accurate
measurement of audio distortions, since it is assumed to provide a good model of
the subjective difference grade (SDG) results which may be obtained by a group of
human listeners. The SNR results are computed using the whole (original and
marked) files, whereas the ODG results are provided using the advanced ITU-R
BS.1387 standard as implemented in the Opera software [11] (the average of
measurements taken in frames of 1024 samples).

Table II shows the effect of various attacks provided in the Stirmark Benchmark
for Audio v1.0 [12] on ODG and BER for the five audio signals of Table I. The
embedding method has been applied, the SMBA software has been used to attack
the marked files and, finally, the detection method has been performed for the
attacked files. The ODG in Table II is calculated between the marked and the
attacked-marked files. The parameters of the attacks are defined based on SMBA
web site [12]. For example, in AddBrumm, 1-7000 shows the strength and 0-1500
shows the frequency. This row illustrates that any value in the range 1-7000 for the
strength and 1-1500 for the frequency could be used without any change in BER.
In fact, this table shows the worst and best results for the five test signals based on

Table I. Results of 5 signals (robust against table II attacks) and comparison between
literature schemes

Algorithm Audio File (mT";':c )| SNR (dB) ZZS{:{{ P ‘(’If%d
Beginning of the End 3:16 26.5t033 —0.6 to —0.9 3142
Breathing On Another Planet 3:13 26t035.5 —0.3t0-0.9 3047
proposed Citizen, Go Back to Sleep 1:57 24.5 to 30 —0.1 to -0.7 2825
Go 1:51 29 to0 37.5 —0.3 to 0.8 2938
Thousand Yard Stare 3:57 271036.5 —0.3t0-0.9 3030
average 2:50 30.55 -0.58 2996
[1] Song - Not reported | Not reported 689
[3] One instrument ~0:20 18 to 40 -0.5to -2 61
[4] One instrument ~0:20 42 to 45 —1.66 to —1.88 2
[5] Song - 30 -45 Not reported 86
[6] Classical music 0:10 25 Not reported ~ 1k
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Table II. Robustness test results for five selected files

Attack name State | ODG of attacked file BER % parameters
AddBrumm best -35 0 1-7000, 1-1500
worst -3.6 0.5 1-9000,1-3000
. best -3.25 0 1-5
AddDynNoise worst 2027 8 1
. best —0.59 0.5 2048, 2000
ADDFFTNoise =00 & ~0.68 1.5 2,50
. best —0.28 0 1-80
Addnoise worst ~0.64 0.5 1-40
AddSinus best 0.2 0 No Limitation
worst -0.1 0
. best -0.2 0 10-100
Amplify worst 0.1 0 10-100
BassBoost best -3.6 0 1-50 and 1-45
worst -3.5 0 1-45 and 1-20
best -3.43 0 1-4
Echo worst 2093 0.5 1-10
. best -32 1 1024,1,7k-15k
FFT_HLPassQuick =00 ¢ 351 3.2 1024,1,9k- 15k
best -3.54 1.5 1024
FFT_Invert worst 2359 2 1024
. best -3.5 0 .
invert Worst 53 0 No Limitation
Resampling — -14 4.5 44.1 to 22.05 to 44.1(kHz)
Best -0.2 0
LSBZero worst -0.1 0 B
MP3 Best -02 0(0.5,3) >160 (160,128)
worst -0.1 0.5 (1.5,4.5) >160 (160,128)
Noise Ma best -35 0 1-10,1-500,1-300
—viax worst -1.8 0.5 1-14,1-100,1-100
. best -0.1 0 1
Pitchscale Worst 03 1 1
. best -29 0 21k>
RC_HighPass worst 27 0.5 21k>
best -34 0 700<
RC_LowPass worst -2.9 0 1000<

BER and, in the case with the same BER, based on limitation of parameters. When
the BER is (slightly) greater than zero, it can be made zero by using Error
Correction Codes at the price of reducing the capacity. As mentioned above,
depending on the specific application the parameters can be changed. E.g. by using
frequency band 4-16 kHz and «a =0.25 for the clip “Citizen, Go Back to Sleep”,
the obtained capacity is 6460 bps and ODG= —0.7, but robustness is decreased.

A very relevant issue in audio watermarking is computation time. As FFT is a fast
transform, this method is useful for real-time applications. The extracting time is
about 20% of the file playing time. Thus, it is perfectly possible to recover the
embedded data in a real-time scenario. It is worth mentioning that these
computation times have been obtained with an Intel core (TM) 2 Duo 2.2 GHz
CPU and 2 GB of RAM memory with MATLAB.

4. Conclusion

In this paper, we describe a robust high-capacity watermarking algorithm for
digital audio which is robust against common signal processing attacks. The ratio
between the interpolated error to the interpolated sample and the selected
frequency band are the two parameters of this method which can be selected
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adaptively to regulate the capacity, the perceptual distortion and the robustness of
the scheme. Furthermore, the suggested scheme is blind. The experimental results
show that this scheme has a high capacity (about 3 kbps) without significant
perceptual distortion (ODG about —0.5) and provides robustness against common
signal processing attacks such as echo, noise, filtering, resampling, and MPEG
compression (MP3). Besides, the CPU time required by the scheme is short
enough (about 20% of the playing time) to use it in real-time applications.
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Robust high-capacity audio watermarking based on FFT

amplitude modification

Summary This paper proposes a novel robust audio
watermarking algorithm to embed data and extract it in a bit-
exact manner based on changing the magnitudes of the FFT
spectrum. The key point is selecting a frequency band for
embedding based on the comparison between the original and the
MP3 compressed/decompressed signal and on a suitable scaling
factor. The experimental results show that the method has a very
high capacity (about 5 kbps), without significant perceptual
distortion (ODG about —0.25) and provides robustness against
common audio signal processing such as added noise, filtering
and MPEG compression (MP3). Furthermore, the proposed
method has a larger capacity (number of embedded bits to
number of host bits rate) than recent image data hiding methods.
Key words: Audio watermarking, Fast Fourier Transform
(FFT).

1. Introduction

The easy transmission and manipulation of digital media
has led to a strong demand for watermarking schemes.
Since the human auditory system is more sensitive than the
visual system, to develop a high-performance audio
watermarking technique is a challenging task. Considering
the embedding domain, audio watermarking techniques
can be classified into time domain and frequency domain
methods. Phase modulation [1] and echo hiding [2] are
well known methods in the time domain.

In frequency domain watermarking [3-8], after taking
one of the usual transforms such as the Discrete/Fast
Fourier Transform (DFT/FFT), the Modified Discrete
Cosine Transform (MDCT) or the Wavelet Transform
(WT) from the signal, the hidden bits are embedded into
the resulting transform coefficients. In [6, 8] the FFT
domain is selected to embed watermarks for making use of
the translation-invariant property of the FFT coefficients to
resist small distortions in the time domain. In particular,
[8] shows that the FFT domain provides excellent
robustness against MP3 compression. In fact, using
methods based on transforms provides better perceptual
quality and robustness against common attacks at the price
of increasing the computational complexity.

In the algorithm suggested in this paper, selecting the
frequency band and a scaling factor are the tuning steps.
We consider that a safe area for embedding information is
the frequency range at which the difference between the
FFT magnitudes of the original and the MP3
compressed/decompressed signals is lower than a

Manuscript received January xx, 20xx.

Manuscript revised March xx, 20xx.
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Telecomunicacié, Universitat Oberta de Catalunya,
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threshold. Moreover, to strengthen the robustness against
attacks, a scaling factor is used. This factor adjusts the
value which is added to the FFT magnitudes in the
embedding step. For embedding, the FFT magnitudes are
first scaled and rounded to the nearest integer. Then, the
selected frequency band is scanned and when we meet a

magnitude with the value larger than one, it is incremented.

If the magnitude is equal to zero it is incremented if the
corresponding embedding bit is ‘1’, otherwise the
magnitude is not altered. The experimental results show
that this method has a very high capacity (about 5 kbps),
provides robustness against common signal processing
attacks, and entails very low perceptual distortion. Using

FFT magnitudes, +/real? +imag? , results in better

robustness against attacks compared to using the real or
the imaginary parts.

The rest of the paper is organized as follows. In
Section 2, the proposed method is presented. In Section 3,
the experimental results are shown. Finally, Section 4
summarizes the most relevant conclusions of this research.

2. Proposed method

In this scheme, we use the following method to embed a
bit stream (secret bits) into a set of various numbers (FFT
coefficients). In the set of numbers, the number which is
most frequently encountered than others in the set is
selected to embed the hidden bits. For example, in A = {0
23471020 21 0}, the zero value is selected.
Then, all numbers larger than the selected value (in this
case zero) are incremented (shifted) A’={0 3 4 5 8 2 0
3 0 32 0}. Note that, in the shifted A’, there is no
number with value equal to 1. Finally, in the embedding
step, the stream is scanned and the secret bits (“0110”) are
embedded. When we meet “0” in the stream, if
corresponding secret bit is “0”, it will not be changed, but
if it is equal to “1” it should be incremented. The marked
set of valuesisthenA ={0 34 582131 3 2 0}.
At the detector side, the secret bits are extracted and, then,
all values larger than the selected value are decremented
As mentioned above, we have chosen the FFT
domain to embed the hidden data in order to exploit the
translation-invariant property of the FFT transform such
that small distortions in the time domain can be resisted.
Compared to other schemes, such as quantization or
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odd/even modulation, keeping the relationship of FFT
coefficient pairs is a more realistic scheme under several
distortions.

2.1 Tuning

This method is based on using near zero values of
FFT magnitudes in a selected frequency band. The method
needs integer values for the FFT magnitude in the
embedding step. Thus, the magnitudes in the selected band
are multiplied by a scaling factor s and then rounded to the
nearest integer. This scaling and rounding process
generates a great deal of zero values in the integer
magnitudes. The frequency band and the scaling value (s)
are the two parameters of this method which adjust
capacity, perceptual distortion and robustness.

To select the frequency band, the considered points
are as described below:

1. The selected band should have as many zeros as
possible after scaling (multiplying by s) and
rounding. The number of zeros identifies the
capacity.

2. In the selected band, the difference between the
magnitudes of the FFT coefficients of the original
and the MP3 compressed/decompressed signals
should be small.

To select the scaling factor s, the following points

should be considered:

1. By increasing the scaling factor s, the error of the
scaling and rounding step decreases and results in
better perceptual distortion and lower capacity.

2. After the embedding steps, the magnitudes with
value zero at which “1” is embedded are changed
to 1/s. To obtain the secret bits after attacks, 1/s
should be larger than difference between the
original magnitudes and the attacked magnitudes.

Fig. 1 shows the flowchart for the selection of the tuning
parameters. We select the frequency band from 15 kHz as
low frequency and the cut-off frequency of MP3 as the
high frequency. For example, the cut-off frequency of
MP3-128 is around 17 kHz. If there are not enough
magnitudes with zero value (after scaling and rounding),
the selected frequency band should be expanded by
decreasing the low frequency band. Since 8 kHz is start of
high frequencies it is selected as the limitation. In the
flowchart, the required capacity is denoted by cap, N, is
the number of zeros in selected frequency band and L is
low frequency of the selected band. As the flowchart
shows, decreasing s increases 1/s which is used for
detecting secret information. In the initialization, the
parameters s is equal to 10.0. Most FFT magnitudes in the
selected frequency band are between 0 and 10, hence with
s in the interval [0.1, 10.0] with 0.1 steps we do not miss
significant magnitudes and increase the number of zeros in
the frequency band simultaneously.

FFT samples

— Calculate NZ l
| Decrease Lf =
\

f>8KHz /<—‘\ cap<Nz -
o “yes

l Calculate BER ]

[ Decrease s

_/"" BER e Y

No e aceptable e

yes ;

End
Fig. 1. Flowchart of tuning steps

The watermarking scheme presented here is positional.
This means that the detector must be synchronized in order
to recover the embedded bits correctly. In a real
application, the cover signal would be divided into several
blocks of a few seconds and it is essential that the detector
can determine the position (the beginning sample) of each
of these blocks. One of the most practical solutions to
solve this problem is to use synchronization marks such
that the detector can determine the beginning of each
block. Several synchronization strategies have been
described in the literature (for example [10, 11]) and any
of them can be used together with the method described
here in order to produce a practical self-synchronizing
solution. A self-synchronized version of the proposed
scheme (using the synchronization approach described in
[10]) has been implemented and the results are shown in
Section 3.

2.2 Embedding algorithm

The embedding steps are as follows:

1. Calculate the FFT of the audio signal. We can use
the whole file (for short clips, e.g. with less than
one minute) or blocks of a given length (e.g. 10
seconds) for longer files.

2. Use the s selected in the tuning step as a
parameter to convert the FFT magnitudes in the
selected frequency band to integer values
(multiplying them by s and then rounding).

3. Scan all the integer FFT magnitudes in the
selected band. If a magnitude is larger than zero,
then increase it by one. After this step we have no
magnitude with the value one.

4. Scan again all integer FFT magnitudes in selected
band. When a zero magnitude is found, if the
corresponding embedded bit is “1” add one to the
magnitude. Otherwise, the magnitude is not
changed. After this step all magnitudes with value
zero or one represent an embedded bit.
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5. Embed s and the frequency band limits in their
reserved positions as described in the end of this
section. This step must take into account security
concerns, as detailed below.

6. The marked (FFT) signal is achieved by dividing
all the magnitudes by s.

7. 1In the previous embedding steps, the FFT phases
are not altered. The marked audio signal in the
time domain is obtained by applying the inverse
FFT with the new magnitudes and the original
FFT phases.

2.3 Extraction algorithm

The watermark extraction is performed by using the
FFT transform and the tuning parameters. Since the host
audio signal is not required in the detection process, the
detector is blind. The detection process can be summarized
into the following steps:

1. Calculate the FFT of the marked audio signal.

2. Extract the s and the frequency band from special
positions (this step requires the use of a secret
key).

3. To achieve the scaled FFT magnitudes in selected
frequency band, multiply them by s.

4. Scan all the scaled FFT magnitudes in the
selected band. If a magnitude with value in the
interval [0, 1/2) is found, then the corresponding
embedded bit is equal to “0” and the restored
magnitude equals to zero. If the magnitude value
is in the interval [1/2, 3/2), then the
corresponding embedded bit is equal to “1” and
the restored magnitude equals to zero.

5. Scan all the scaled FFT magnitudes in the
selected band. For each magnitude value in the
interval [k+1/2, k+3/2), the restored magnitude
equals to k (for k > 1).

6. The restored magnitudes are achieved by dividing
them by s.

7. Finally, use the IFFT to achieve the restored
audio signal.

For example, assume that the magnitudes at the selected
frequency band are (0.9 0.4 0.2 0.1 1.4 0.15), s=2 and

Table 1. embedding and extracting steps

steps FFT magnitudes

calculate FFT | 09 | 04 | 02 | 0.1 | 14 | 0.15
g scaling 1.8]108 |04 [02]|28 )| 03
g rounding 2 1 0 0 3 0
& shifting 3 [ 2] o0o]lo]4]o0
i embedding 31 2Jo 14T 0

Dividingbys | 1.5 ] 1 0 |[05] 2 0
) Scaling 3 2 0 1 4 0
g Detecting 3 2 0 0 4 0
‘g’. Shiftingback | 2 | 1 | 0 | 0 | 3 0
o3 Dividing by s 1 |05] 0 0 |15 0

the secret bit stream is “010”. Table 1 summarizes all steps
of embedding and extracting.

It is worth pointing out that the tuning parameters (s and
the frequency band) should be used in receiver to detect
the secret information. In the embedding steps, a few
special spaces are kept for saving tuning parameters. The
FFT magnitudes in special frequencies such as 12, 13, 14,
15 and 16 kHz, which are reserved for scaling factor, are
changed by the value of s. Consequently, in the receiver s
will be available. Similarly, we use a 16-bit space
available for embedding secret information which begins
after the first FFT coefficient with a zero magnitude from
a selected frequency (e.g. 15 kHz) to embed the values of
the low and high frequencies of the selected frequency
band. For example, if we embed at the frequency band
from 12.3 to 16.7 kHz, we multiply them by ten and
change them to binary values

T T T . ™

=
@

Reserved frequencies Reserved 16 empty g

used for sgaling factor spaces for frequency
PR NN bands

Magnitude

35 14 145 15 1.55 16 1.65
Frequency x 10*

Fig. 2. Reserved positions for s and frequency bands
(01111011), = 123 and (10100111), = 167. After that,
these binary streams are embedded in the free space found
next to the selected frequency (15 kHz). The first bit of
123, is embedded in first available space after the selected
position, and so on. Fig. 2. shows an example of the
reserved positions for s and the frequency band.

The security of this method requires that the frequency
band and the scaling factor s are not known by an attacker.
Note that if an attacker does not know the scaling factor s,
it will not be possible for him or her to analyze the values
of the FFT magnitudes to determine the position of the
embedded bits. For example, the rounded FFT magnitudes
after scaling by s = 0.2 or s = 0.4 are completely different.
If the attacker does not know the frequency band either, it
becomes even more difficult for him or her to try to
determine the interval of the FFT spectrum which carries
the secret information.

In order to keep both the frequency band and the scaling
parameter secret, there are two possibilities. The first one
would be to consider both s and the frequency band as part
of the secret key. In that case, the values of these
parameters should not be embedded in the marked audio
sequence and they should be transmitted as side
information over a secured channel. At the receiver side,
this information would be given to the extractor in order to
recover the hidden data.
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A second possibility introduces security even if the
frequency band and the scaling parameter are embedded as
suggested above. The following security measures are
required:
1. The values of s and the frequency band should
not be embedded as clear text. The bits which
form the values must be scrambled using a
Pseudo Random Binary Sequence (PRBS)
generated through a secret key (seed) and the
embedded values would be the result of an XOR
sum of the bits of the original parameters (s and
the frequency band limits) and the bits of the
PRBS. The secret key would be also needed at
the detector side in order to unscramble the
values of s and the frequency band.
2. The FFT positions for embedding the values of s
and the frequency bands should not be fixed.
Instead of using fixed frequencies (like 12, 13,
14, 15 or 16 kHz) the position must be also
generated with a Pseudo Random Number
Generator (PRNG) in some interval (e.g. [12, 16]
kHz) using a secret key (seed) which is required
at both the sender and the receiver. This
procedure makes it impossible for an attacker to
destroy the values of s and the frequency band,
since he or she cannot know the position of these
data in the FFT spectrum. In order to destroy
them, it would be required to disturb a wide
interval of the spectrum and, thus, the quality of
the attacked signal would also be damaged and
would become unusable.
To increase security even further, a PRNG can also be
used to change the secret bit stream to a scrambled stream.
For example, the embedded bitstream can be constructed
as the XOR sum of the real watermark and a PRBS. The
seed of the PRNG would be required as a secret key both
at the embedder and the detector. The usage of PRNG to
increase the security of watermarking schemes is discussed
in the literature (for example in [8]).

3. Experimental results

To evaluate the performance of the proposed method, male
speech in English in spme50_1, violoncello in viool0_2,
trumpet in trpt21_2, soprano in sopr44_I, quartet in
quar48_1 have been selected from the Sound Quality
Assessment Material (SQAM) [12]. Also, to consider the
applicability of the scheme in a real scenario, the song
“Thousand Yard Stare” (3:57) included in the album Rust
by No, Really [13] has been selected. All audio clips are
sampled at 44.1 kHz with 16 bits per sample and two
channels. The experiments have been performed for each
channel of the audio signals separately.

The Objective Difference Grade (ODG) is used to
evaluate the transparency of the proposed algorithm. The
ODG is one of the output values of the ITU-R BS.1387
PEAQ [14] standard, where ODG = (0 means no
degradation and ODG = —4 means a very annoying
distortion. Additionally, the OPERA software [15] based
on the ITU-R BS.1387 has been used to compute this
objective measure of quality.

Table 2 illustrates the tuning parameters, perceptual
distortion and payload for six mono signals for BER equal
zero under the MP3-128 attack. The tuning parameters
have been chosen manually just to test the system for
different tuning settings (i.e. we have not followed the
flowchart depicted in Fig. 1). Table 3 shows the effect of

Table 2: Parameters and results of 5 mono signals (BER=0 under MP3-128)

, Frequency | ODG of
A;g;o s band marked Pz(zz}l)z;zd
(kHz) signal
spme50_1 0.3 15.5-16.9 —-0.18 1478
viool0_2 0.5 8-16.9 -0.34 8719
trpt21_2 3.5 8.5-16.9 -0.39 7934
soprd4_1 0.35 10-16.9 —0.30 7006
quar48_1 0.7 13.5-16.9 -0.34 3177
Thousand
Yard Stare [0.1,0.6] 15-16.9 -0.78 1849

various attacks, provided by the Stirmark Benchmark for
Audio (SMBA) v1.0 [16], on ODG and BER for the five
selected SQAM signals. E.g. the row “Amplify” shows
that the changes in volume of the watermarked signal has
BER equal to zero when the alteration of volume is within
the interval [0.8, 1.45]. As described in Section 2, the
frequency band and the scaling factor s are the two
parameters of the method. These parameters were selected
for each signal, then the embedding method has been
applied, the Stirmark Benchmark for Audio (SMBA)
software has been used to attack the marked files and,
finally, the detection method has been performed for the
attacked files. The ODG in Table 3 is calculated between
the marked and the attacked-marked files. The parameters
of the attacks are defined based on SMBA web site [16].
For example, in AddBrumm, 1-7000 shows the strength
and 0-14000 shows the frequency. This row illustrates that
any value in the range 1-7000 for the strength and 1-14000
for the frequency could be used without any change in
BER. In fact, this table provides the worst and best results
for the five test signals based on BER and, in the case with
the same BER, based on the limitation of the parameters.
The only attack in Table 3 which removes the hidden data
is FFT _Statl, which is able to remove the secret data for
one of the SQAM files (BER = 27%). Note, however, that
the ODG of this attack is extremely low (—4). This means
that the attack does not only removes the hidden data, but
also destroys the perceptual quality of the host signal.
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The SQAM files are short clips (30 seconds or less),
and it is not necessary to use synchronization marks with
them, since the whole file can be used in the embedding
and extracting processes with short enough CPU time.

Table 3: Robustness test results for five SQAM selected files

ODG of BER
Attack name | State |attacked parameters
%o
file
No attack — 0 0 —
MP3 — -0.1 0 > 128
best | —1.75 0 1-7000,1-14000
AddBrumm PO T 358 | 05 1-7000,1-750
. best | —0.71 0 1-4
AddDynNoise /00 1 —0.32 | 0.5 1
. best | —1.47 0 4096,1-8800
ADDFFTNoise 1= T 148 0 2.1-150
. best | —1.46 0 1-115
Addnoise =00 [ —1.94 0 121
. best | —1.25 0 .
AddSinus worst | =333 0 No Limitation
Amplify — -0.1 0 80-145
best | —1.61 0 L.
FFT_Invert worst | —3.66 0 No limitation
FFT_RealReverse best | -3.56 0 No limitation
worst | —3.96 0
best | —3.98 0
FFT_Statl worsl | 3.96 7 1024
I . best | —1.63 0 3
nver worst | —3.63 0
best | —0.1 0 Selected frequency
RC_LowPass worst | —0.25 0 band in passing area
. best | —3.29 0 Selected frequency
RC_HighPass worst | —3.59 0 band in passing area

Table 4: Robustness test results for “Thousand Yard Stare”

ODG of
Attack name | attacked BER | SYNC parameters
. % error
file
No attack 0 0 0 -
MP3 0.1 0 0/23 >128
AddBrumm -3.6 1 0/23 1-7500,1-5000
AddDynNoise -2.2 0 0/23 1-2
ADDFFTNoise | -1.1 0 0/23 4096,1-8800
Addnoise -0.5 0 0/23 1-60
AddSinus -3.3 0 0/23 No Limitation
Amplify 0.1 0 0/23 80-145
FFT_Invert -3.7 0 0/23 No limitation
FFT_RealReverse, -3.7 3 1/23 No limitation
FFT_Statl -39 36 3/23 1024
Invert -3.7 0 0/23 -
RC LowPass | —02 | 0 | op3 |Selected frequency
band in passing area
RC HighPass | -37 | 0 | op3 | Selected frequency
band in passing area

In order to reduce computation time and memory usage,
the near 4-minute long “Thousand Yard Stare” song was
divided into 23 clips of 10 seconds each. Then, the
synchronization method described in [10] and the
embedding algorithm described in this paper was applied
for each clip separately. For this song, 16 synchronization
bits, “101 10011110000 1 0” with a quantization
factor equal to 0.125, were embedded in the first 80
samples of each clip and then the information watermark
was embedded in the remaining samples of the 10-second
segment. Finally all these 10-second clips were joined
together to generate the marked signal. We have used
different scaling factors in the range [0.1, 0.6] for different
clips. The payload and transparency results given in Table
2 for this file consider the effect of both the
synchronization codes and the information watermarks.
Table 4 shows the effect of various attacks on ODG and
BER for the marked “Thousand Yard Stare” signal. The
whole file is attacked, then it is scanned in time domain to
find the synchronization codes and, finally, the secret
information of each clip is extracted. The “SYNC error”
column shows the detection error of synchronization code
after attacks, which shows that the synchronization
algorithm [10] is robust against attacks. Figure 3 visualizes
the test results. This plot shows how the capacity and
perceptual distortion are changed with different tuning
parameters. The BER for all test results under the MP3-
128 attack on this plot is equal to zero.

Only a few attacks, such as low pass filter —which only
leaves low frequencies unaltered— with a cut-off
frequency less than 6 kHz damage the hidden data.
However, the ODG of this attack is extremely low (about —
3.5, i.e. very annoying). This means that the attack does
not only remove the hidden data, but also destroys the
perceptual quality of the host signal. On the other hand, if
the cut-off frequency is larger than 8 kHz the BER is about
zero and the ODG of attack is in the acceptable range.

A very relevant issue in audio watermarking is
computation time. As FFT is a fast transform, this method
is very useful for real-time applications. Table 5 illustrates
the embedding and extracting times and compares them
with the computation time of FFT and the Daubechies
wavelet transform. The results for the song “Thousand
Yard Stare” are the average of all the 10-second clips. It is
worth mentioning that these computation times have been
obtained with an Intel (R) core (TM) 2 Duo 2.2 GHz CPU
and 2 GB of RAM memory. It can be noticed that the
extracting time is one order of magnitude smaller than the
file playing time. Thus, it is perfectly possible to recover
the embedded data in a real-time scenario.
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Fig 3. Comparison between payload (bps) and Transparency (ODG) for
BER=0 under MP3 attack (bitrate 128 kbps)

Table 5: Computation time

proposed a very robust, low capacity and high distortion
scheme. However [7] and the proposed scheme introduce
high capacity and low distortion technique but they are not
as robust as the low-capacity method described in [4].

This comparison shows the superiority in both capacity
and imperceptibility of the suggested method with respect
to other schemes in the literature. This is particularly
relevant, since the proposed scheme is able of embedding
much more information and, at the same time, introduces
less distortion in the marked file.

Table 6: Comparison of different watermarking algorithms

. Capacit Imperceptibilit | Imperceptibilit
Algorithm (Eps) Y y iﬁ SNIE (dB) b (ODpG) Y
[4] 2 42.8t044.4 —1.66 to —1.88
[9] 2.3 Not reported Not reported
[5] 4.3 29.5 Not reported
(6 \g‘t’l‘f‘;‘iggﬁ; 24310344 | -036t0-0.72
[7] 689 Not reported Not reported
proposed 1478 to 8719 35.2t044.6 —0.18 to —0.78

Audio Time | FFT | Db2 | Embedding | Extracting
File (sec) | time | time | time (sec) | time (sec)
spmeS0_1 18 0.46 | 0.50 1.78 1.67
viool0_2 30 0.57 | 0.47 4.30 4.01
trpt21_2 17.8 | 0.58 | 0.48 1.89 1.76
soprd4_1 23.5 | 0.60 | 0.53 3.65 3.30
quar48_1 23 0.59 | 0.48 2.59 2.29
g:r‘(’i“;i‘;‘i 23x10| 0.17 | 0.15 0.69 0.59

The method proposed in this paper has been compared
with several recent audio watermarking strategies. It must
be taken into account that none of the works in the
reviewed literature produce capacity of the order of 5
kbps, such as the proposed scheme. All the audio data
hiding schemes which produce very high capacity are
fragile against signal processing attacks. Because of this, it
is not possible to establish a comparison of the proposed
scheme with other audio watermarking schemes which are
similar to it as capacity is concerned. Hence, we have
chosen a few recent and relevant audio watermarking
schemes in the literature. In Table 6, we compare the
performance of the proposed watermarking algorithm and
several recent audio watermarking strategies robust against
the MP3 attack. The results are given for SQAM files. [4-
6, 9] use SQAM [12] files for evaluating their suggested
schemes. All the schemes in this table are robust against
MP3 compression with a 128 kbps bitrate. Under this
attack, the BER is equal to zero for all the compared
schemes.

[7] Evaluates distortion by mean opinion score (MOS),
which is a subjective measurement, and achieves
transparency between imperceptible and perceptible but
not annoying, MOS =4.7. [4, 5, 9] have a low capacity but
are robust against common attacks.

Capacity, robustness and transparency are the three main
properties of an audio watermarking scheme. Considering
a trade-off between these properties is necessary. E.g. [4]

In the last few years, very good results in image data
hiding have been published. Ni et al. [17] proposed a high
capacity data hiding with very low distortion. For general
test images such as Lena and Baboon they embedded
about 5 kbit in the whole image with PSNR above 40 dB,
i.e. the embedding rate for a 512x512x8 image is 0.0024
bits of information per each image bit. The proposed
method in this paper embeds about 5 kbit in a second. It
means 5 kbit in 44100x16 bits that equals to 0.0071 per
audio bit. If we consider the compression rate of MP3-128
(about 12:1), since this method completely robust against
MP3-128, the embedding rate for each bit of audio sample
equals 0.085, that is 35 times more than the information bit
rate achieved with the image method of Ni et al. Some
other image data-hiding schemes have been presented [ 18]
increasing the payload up to 0.02 bits per image bit. Even
in this case, the suggested audio scheme presented here
achieves more than four times that capacity.

4. Conclusion

In this paper, we describe a high-capacity watermarking
algorithm for digital audio which is robust against
common audio signal processing. A scaling factor (s) and
the selected frequency band to embed the hidden
information are the two parameters of this method which
regulate the capacity, the perceptual distortion and the
robustness of the scheme. Furthermore, the suggested
scheme is blind, since it does not need the original signal
for extracting the hidden bits. The experimental results
show that this scheme has a high capacity (about 5 kbps)
without significant perceptual distortion and provides
robustness against common signal processing attacks such
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as noise, filtering or MPEG compression (MP3). Besides,
the proposed method achieves a higher embedded bit to
host bit rate than recent image data hiding methods. In
addition, the CPU time required by the proposed scheme is
short enough to use the scheme in real-time applications.
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[LETTER

DWT-based high capacity audio watermarking

Summary This letter suggests a novel high capacity robust
audio watermarking algorithm by using the high frequency band
of the wavelet decomposition, for which the human auditory
system (HAS) is not very sensitive to alteration. The main idea is
to divide the high frequency band into frames and then, for
embedding, the wavelet samples are changed based on the
average of the relevant frame. The experimental results show that
the method has very high capacity (about 5.5 kbps), without
significant perceptual distortion (ODG in [-1 ,0] and SNR about
33 dB) and provides robustness against common audio signal
processing such as add noise, filtering, echo and MPEG
compression (MP3).

Keywords: Audio watermarking, wavelet transform.

1. Introduction

Protecting data from unauthorized copying and
distribution in an imperceptible manner, based on the
properties of the human auditory system (HAS), is the aim
of digital audio watermarking.

A wide work has been carried out in understanding the
characteristics of the HAS and applying this knowledge to
audio compression and audio watermarking. Based on the
HAS, the human hearing sensitivity in higher frequencies
is lower than in middle frequencies. It is thus clear that, by
embedding data in the high frequency band, the distortion
will be mostly inaudible and, hence, more transparency
can be achieved.

In fact, audio watermarking schemes take advantage of the
properties of the HAS and different transforms, resulting
in various techniques such as embedding algorithms based
on low-bit coding, echo, patchwork [1], rational dither
modulation [2], Fourier transform [3], quantization [4, 5,
7] and the wavelet transform [6,8].

Among the existing transforms, the wavelet transform has
many advantages in audio signal processing. Its inherent
frequency multi-resolution and logarithmic decomposition
of frequency bands resembles the human perception of
frequencies, since it provides the decomposition to mimic
the critical band structure of the HAS.

In the proposed scheme, the last high frequency band of
the third level wavelet decomposition (DDD), where the
HAS is not very sensitive to alteration, is used for
embedding. This band of wavelet samples is divided into
frames and then, the average of the absolute values of each
frame’s samples is computed. After that, in the embedding
process, all wavelet samples are scanned and if each
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sample satisfies a given condition then the corresponding
secret bit is embedded into it. The corresponding secret bit
is embedded into a single wavelet sample and the next
secret bit is embedded into the next suitable sample. The
idea of dividing the wavelet samples into frames and
calculate the average of samples in each frame is used to
discover suitable wavelet samples for embedding and
propose an appropriate value for the embedded samples.
The samples selected for embedding are changed based on
the absolute values of each frame’s samples. If the
corresponding secret bit is “0”, the suitable sample is
changed to —m; and, if it is “1”, the corresponding sample
is changed it to +m; , where m; is the average of the i-th
frame.

The experimental results show that high capacity,
remarkable transparency and robustness against most of
common attacks are achieved.

The rest of the letter is organised as follows. In
Section 2, the proposed method is presented. In Section 3,
the experimental results are shown. Finally, Section 4
summarizes the most relevant conclusions of this research.

2. Proposed scheme

The embedding and extracting processes of the proposed
scheme are described in this section.

2.1 Embedding

The embedding steps are described below.

1. Compute the third level wavelet transform of the
original signal.

2. Divide the DDD samples into frames of a given length
and, based on the average of the absolute values of
each frame’s samples, compute the average m; for
each frame.

LS
1
m =< Z <] €y
j=(@{-1)s+1
Where {Cj} are the wavelet coefficients of the high-
frequency sub-band (DDD), s is the frame size and m;
is the average of the i-th frame.

3. The marked wavelet coefficients {c]’ } are achieved by

using equation (2).

m; |c]-/ml-| <k w=1
¢ ={-m lej/mi| <k, wy=0 (2
C] |C]/ml| Zk
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Wherei = |j/s| + 1, since each frame has a particular
average (m; ), w; is the [-th bit of the secret stream,
k is the embedding interval (k > 2) and |- | denotes
the floor function. Le. if ¢j in [-km;, km;] then,
depending on the secret bit, it is changed to —m; or
+m,;. Each secret bit is embedded in a single suitable
coefficient and thus, after embedding the bit, the index
[ is incremented and the next secret bit is embedded in
the next suitable coefficient. It is worth pointing out
that each secret bit is embedded into each appropriate
wavelet sample, not into a frame, thus the embedding
capacity is depends on the number of suitable wavelet
samples and not on the number of frames.
4. Finally, the inverse DWT is applied to the modified
wavelet coefficients to get the marked audio signal.
The modified area of DWT coefficients for each frame is
[-km;, km;] which is determined by the absolute mean
value of each frame and the embedding interval k. By
increasing k, the interval is extended and the number of
modified coefficients which satisfy that |c]- /my | < is
increased, thus capacity and distortion become greater. To
adjust robustness and transparency, a scaling factor a,
which defines the strength of watermark (0.5 < o <k), is
used. In fact, in equation 2, instead of changing ¢j to m; ,
it can be changed to am; .

2.2 Extracting

In the receiver, m; is calculated by Equation (1) for the
marked samples and an interval is defined such that, if C]-' is
in the interval, a secret bit can be extracted. The secret bit
stream is retrieved by using equation (3)

1 0<c/m;<((k+a)/2)
{O -((k+a)/2) <c¢j/m;<0
Where ¢; is the sample of the high frequency band of the
third level wavelet decomposition (DDD) of the marked
signal, a is the strength of watermark and wy is the I-th bit
of the extracted secret stream. E.g. if k=2 and a = 1 then
if cj’ in [0, 1.5m;] ] the secret bit is “1”, and if it is in [-
1.5m; .0), then the secret bit is “0”.

Note that, in the sender/coder, the embedding intervals and
the embedded values are obtained in terms of the average
of the samples in each frame. Thus, in the
receiver/decoder, we need calculate the average of each
frame to extract the secret bits. Since the DWT samples in
the interval [-km;, km;,] are changed to am; or —am; , it
is clear that the average of the absolute values is equal
to am; in the receiver. If the signal is distorted by attacks,
the absolute mean of the coefficients m; will be slightly
altered. However, the experimental results show that this
change does not affect the extraction process since an
interval, not a constant number, is used for extracting. E.g.
under the MP3-128 compression attack, the variation is
about 5% which is acceptable for extraction. The

w] =
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suggested algorithm is blind, since the original signal
values are not required in the receiver

In a real application, the cover signal would be divided
into several blocks of a few seconds and it is essential that
the detector can determine the position (the beginning
sample) of each of these blocks. One of the most practical
solutions to solve this problem is to use synchronization
marks such that the detector can determine the beginning
of each block. E.g. [8] can be used with the method
described here in order to produce a practical self-
synchronizing solution.

To increase security, pseudo-random number generators
(PRNG) can be used to change the secret bit stream to a
stream which makes more difficult for an attacker to
extract secret information from. For example, the
embedded bitstream can be constructed as the XOR sum of
the real watermark and a pseudo-random bit stream. The
seed of the PRNG would be required as a secret key both
at the embedder and the detector.

3. Experimental results

To show the performance of the proposed scheme and to
consider the applicability of the scheme in a real scenario,
five songs (RIFF-WAVE files) included in the album Rust
by No, Really [9] with genre electric folk have been
selected. All audio clips are sampled at 44.1 kHz with 16
bits per sample and two channels. The three-level wavelet
decomposition is implemented with the 8-coefficient
Daubechies wavelet (db8) filter. The experiments have
been performed for each channel of the audio signals
separately. We provide imperceptibility results both as
SNR and ODG where ODG = 0 means no degradation and
ODG = —4 means a very annoying distortion. The SNR is
provided only for comparison with other works, but ODG
is a more appropriate measurement of audio distortions,
since it is assumed to provide an accurate model of the
subjective difference grade (SDG) results which may be
obtained by a group of human listeners. The SNR results
are computed using the whole (original and marked) files,
whereas the ODG results are provided using the advanced
ITU-R BS.1387 standard [10] as implemented in the Opera
software [11] (the average of measurements taken in
frames of 1024 samples).

Table 1 shows the perceptual distortion and the payload
obtained for the five songs with tuning settings which lead
to BER equal to zero (or near zero) under the attacks
described in Table 2. The values of the parameters are k =
6, a = 3 and the frame size is equal to 10. In fact, by
selecting k = 6, almost all wavelet samples in the DDD
area are used for embedding. We have used several
random bits for embedding leading to different
transparency results which are shown in the ODG column.



IEICE TRANS. FUNDAMENTALS/COMMUN./ELECTRON./INF. & SYST., VOL. E85-A/B/C/D, No.1 JANUARY 2002

3
Table 1: Results of 5 mono signals (robust against table 2 attacks)
R Time ODG of |payload

Audio File (m:sec) SNR (dB) marked (bps)
Beginning of the End | 3:16 | 33t038.1 |-0.3t0o-0.7| 5502
Citizen, go back to sleep| 1:57 [29.8 to 33.3|-0.5to—0.7| 5499
Go 1:51 | 30to34.1 |-0.5t0—-0.8| 5504
Thousand Yard Stare | 3:57 | 36.1t039 |-0.1to-0.6] 5501
Rust 2:33 |127.21t032.1|-0.4 to-0.7| 5499
average 2:43 33 -0.5 5501

Note that all the results have an ODG between O (not
perceptible) and —1 (not annoying), the average SNR is 33
dB and capacity is around 5.5 kbps in all the experiments.
The proposed method is thus able to provide large capacity
whilst keeping imperceptibility in the admitted range (-1
to 0).

Table 2 illustrates the effect of various attacks provided in
the Stirmark Benchmark for Audio v1.0 [12] on ODG and
BER for the five audio signals of Table 1. For these
results, the embedding method has been applied, then the
SMBA software has been used to attack the marked files
and, finally, the detection method has been performed for

the attacked files. The ODG in table 2 is calculated
between the marked and the attacked-marked files. The
parameters of the attacks are defined as detailed on the
SMBA web site [12] for the proposed scheme. Other
schemes may use different parameters. For example, for
the AddBrumm attack, 1 to 6 k shows the strength and 1to
7 k shows the frequency. This row illustrates that any
value in the range 1to 6 k for the strength and 1 to 7 k for
the frequency could be used without any change in BER.
For the RC_LowPass attack, the parameter defines the cut-
off frequency in the range [2 kHz, 22 kHz], and the BER is
in the range [0, 4%] for all tested frequencies and not only
for the default cut-off frequency in [12] (15 kHz). In fact,
this table shows the range (the worst and best values) of
ODG and BER for the five test signals.

This scheme uses the high frequency band of the wavelet
coefficients for embedding. Hence, it may seem that it
would be fragile against attacks which manipulate the high
frequency bands. In Table 3, The MP3 and RC low-pass
filter attacks are analyzed in depth with different types

Table 2: Robustness test results for five selected files and comparison with schemes in this literature

Attack ODG of BER %
ack name parameters attacked file |proposed | (11 | 121 | 131 | 161 | 171
AddBrumm 1to 6k, 1 to 7k -3.3t0-3.7 0 tol — 0 Oto 1 — —
AddDynNoise 1to?2 —-2to-2.3 2to7 - 2 Oto8 - -
ADDFFTNoise 2048,400 -0.3t0-0.1 0to2 — 1 1to2 — —
Addnoise 1t020 -0.8t0-0.4 Oto4 2 1 Oto 1 — 0
AddSinus 1to 5k, 1to7k —-3.1to-2.5 0 — 0 0 — —
Amplify 10 to 200 -0.2to 0.1 Otol — 0 0 — —
BassBoost 1t0 50,1 to 50 -3.8t0-3.2 0to2 - - 0 - -
Echo 1to 10 —-3t0-2.3 0to3 1.2 63 Otol — 6
FFT_HLPassQuick | 2048,1 to 10k,18k to 22k | —-3.6to-3.3 0to2 — 5 1to4 — —
FFT_Invert 1024 -3.8t0-3.1 0 — 2 1to2 — —
FFT_RealReverse 2,2048 -3.5t0-3 11to24 | - — — — —
FFT_Statl 2,2048 -3.6t0-2.9 14t023 | — 1 — — —
invert - —-3.3t0-2.8 0 — — 0 — —
Resampling 44/22/44 —22to-1.8 | 38to47 1 0 5 0 0
LSBZero - —-0.1t00.0 0 — 0 0 — 0
MP3 128 -0.2t00.0 0to3 0.3 — 0to5 0 —
Noise_Max 1to 2,1 to 14k,1 to 500 —-0.3t0-0.1 Oto1 - - Oto1 - -
Pitchscale 1.1 -3.7t0-3.3 32t061 — — Otol — —
RC_HighPass 1k to 22k -3.7t0-0.1 Oto1 - - Oto1 -

RC_LowPass 2k to 22k -32t0-0.2 Oto4 2 0 0 0 3
Smoth - -3.7t0-3.3 15to 31 — — — — -

Statl — -23to-14 | 21to44 | - 8 —

TimeStretch 1.05 —3.8t0o-3.4 | 44t065 | — — — — —
quantization 16 to 12 —-0.5t0-0.2 2to4 0.5 - - 0 0
Table 3. Robustness results for variety audio types under MP3 and RC Lowpass

MP3 rate 256 160 128 96 64
BER Oto 1 0to4 0to9 7to 17 12 to 27
ODG of attacked file —0.1t00.0 | -0.2t00.0 | -0.3t0-0.1 | -0.6t0-0.3 | 0.8 to 0.5
Cut of frequency of RC_lowpass filter(kHz) 20 15 10 5 2
BER 0 tol Oto 1l 0to2 1t09 4to 18
ODG of attacked file —-0.2t0-0.0| -04t00.0 | -0.6t0-0.2 |-1.7t0-0.7 | -3.6 t0 2.9
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of audio clips. This table shows that the BER is increased
by decreasing the MP3 rate also by decreasing cut-off
frequency of the low-pass filter. As mentioned above, in
all watermarking schemes based on application properties
of a technique should be chosen. For instance in the
proposed scheme based on the specific application, the
embedding interval and scale factor may be changed. E.g.
if k=5 and a =2 for the clip “Beginning of the End”,
ODG = —-0.22 and BER under MP3-128 is 0.12 but for k =
5 and ¢ = 3, ODG = —-0.38 and BER = 0.07. These
examples show the necessity of considering a trade-off
between capacity, transparency and robustness in all audio
watermarking  schemes, included this technique.
Furthermore, by repeating secret bits and using error
correction codes in all watermarking schemes, robustness
is increased at the price of reducing capacity. For example,
under the MP3-96 attack, if we repeat the secret bit three
times, then BER will be decreased by about 50% (since
two or three bit errors would be required to change a secret
bit) while capacity would be decreased to 33%.

A few attacks such as Pitchscale and TimeStretch in Table
2 and RC Lowpass filter with cut-off frequency less than 2
KHz in Table 3 remove the hidden data (BER > 15%).
Note, however, that the ODG of these attacks are
extremely low (about —3.5, i.e. very annoying). This means
that the attack does not only removes the hidden data, but
also destroys the perceptual quality of the host signal.
Hence, the suggested scheme provides a convenient trade-
off between transparency and robustness for very high
capacity (as shown in Table 4).

Table 4: The comparison of different watermarking algorithms

Algorithm| Audio File ?Z;Ij 2123(;)({ P‘(li,g;‘)ld
[1] Song 25 — 43
[2] Song — — 689
[3] Song 30.5 -0.6 2996
[6] Song 30 - 172
[7] Classical music| 25 — 176
proposed Song 33 -0.5 5501

In Table 4, we compare the performance of recent audio
watermarking strategies which are robust against the
common attacks with the proposed method. [2] measures
distortion by mean opinion score (MOS), which is a
subjective measurement, and achieves transparency
between imperceptible and perceptible but not annoying,
(MOS = 4.7). [7] has a low capacity but is robust against
most common attacks. It is worth pointing out that the
suggested scheme outperforms the capacity and
transparency results of the reviewed methods. In fact, the
capacity results are much higher than those of the
literature, and only comparable with those of [3]. Note,
also, that [3] does not report robustness results for several
of the attacks considered in Table 2.

Although the schemes in the literature use different audio
signals and attack parameters, we try to summarize
abilities of each algorithm in capacity of embedding secret
information and transparency in Table 4 and robustness
against attacks in Table 2. The comparison shows that the
compared schemes are robust against common attacks and,
also, the transparency is in an acceptable range. However,
the capacity of most of the chosen schemes is about a few
hundred bits per second, whereas the suggested scheme
provides 5.5 kbps. Furthermore this comparison proves
that the capacity of the proposed scheme is very
remarkable whilst keeping the transparency and BER
(against attacks) in an acceptable range.

Using frames of wavelet samples results in increasing
robustness against several attacks, since the average of the
samples is more invariant against attacks than the value of
each individual sample. Thus, by increasing the frame size,
better robustness can be achieved. However, increasing the
frame size implies that the same value would be used for
more samples, decreasing the accuracy and transparency
(audio quality) of the marked signal. In our experiments, a
frame size equal to 10 has provided remarkable
transparency and acceptable robustness. Other applications
may require different values for the frame size.

4. Conclusion

Using the high frequency band of the wavelet
decomposition where human auditory system (HAS) is not
very sensitive to alteration leads to a high-capacity
watermarking algorithm for digital audio which is robust
against common audio signal processing. The suggested
scheme divides the high frequency band (DDD) of the
wavelet transform into frames and uses the frames’
average which are the same in the sender and receiver,
resulting in a blind scheme. The experimental results show
that this scheme has very high capacity (about 5.5 kbps)
without significant perceptual distortion and provides
robustness against common signal processing attacks such
as noise, echo, filtering or MPEG compression (MP3). A
comparison of the suggested method with recent results in
the literature also shows that the suggested scheme
outperforms other works as transparency and capacity are
concerned, whilst providing robustness against common
signal processing attacks.
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CHAPTER 3
CONCLUSIONSAND FUTURE RESEARCH

3.1 Conclusions

Robust and high capacity digital audio watermarkalgorithms and high capacity
image data hiding methods are studied in this $hd3%1ie main results of this work are
the development of novel audio watermarking andgendata hiding algorithms with
state-of-the-art performance, high capacity andsparency for image data hiding and
robustness, high capacity and low distortion fodiauwatermarking. Based on the

media, the research results can be divided intgénaad audio parts.

3.1.1 Image contents

In the image data hidingrea, capacity and PSNR are the two main propestiels
robustness is not relevant. It must be taken intmant that capacity and PSNR are two
parameters which change against each otleerhen capacity is increased, the PSNR
is decreased and vice versa. Using the histograanamage is a new idea in image
data hiding [63]. However, the total capacity aghtk by using the maximum point of
the histogram of the original image to embed seafermation is not very large. The
aim of this research was to obtain a narrow histagafter a modification step (such as
prediction or tilling), resulting in an increasedpacity. Moreover, reversibility is the
main challenge in this kind of methods such as o&dipplications, since it is required
that not only the hidden message but also the maigiunmarked) image can be
extracted at the detector side.

The peak point of the histogram of the image isduse embedding information.
The value of this peak identifies the capacity pagll Based on the idea of using the
histogram to embed secret information, predictiod &lling techniques are used to
achieve good capacity and transparency. Partsahd23 summarise the results of the
published papers [68, 92, 69] contributed by thi@uof this thesis.
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Part 1

“Reversible Data Hiding Based @h264/AVC Intra Prediction” [68presents a novel
high-capacity reversible data hiding algorithm, lel shifted intra prediction error
(SIPE), which is based on shifting the differenbesnveen the cover image pixels and
their predictions. Large capacity of embedded da&120 kbits for a 51 512
greyscale image), PSNR above 48 dB, applicabilityalmost all types of images,
simplicity and short execution time are the keytdess of this algorithm. The SIPE
method is applicable for error resilient solutionghe H.264 advanced video coding.
Therefore, the SIPE method has several advantaggs respect to the methods
reviewed in this thesis, in which the suggestedritlyns are considered among the

best methods in lossless data hiding.

Part 2

“Reversible image data hiding based on gradientstelfl prediction” [92] illustrates
a new lossless data hiding method for digital insagising an image prediction
technique. In the proposed method, the idea ofisgithe prediction error is used. The
use of gradient-adjusted prediction (GAP), whictoine of the best casual predictors,
results in excellent results. Prediction based eighibouring pixels, not neighbouring
blocks, and the use of seven neighbour pixels teadnarrower histogram compared to
the histogram achieved using the H264/AVC intradfmteon error. Against H264/AVC,
the GAP generates real numbers, not integer numbdigh leads to the use of
intervals for embedding. This method is able to ethlb huge amount of data (15-140
kbits for a 512 x 512 x 8 greyscale image) whhst PSNR of the marked image versus

the original image is very high.

A comparison in terms of capacity between the ptexh-based schemes described
in [68, 92] with [63] shows an increase in capaafyabout 500-1000%, ,where [63]
proposed the best results up to 2006.

Part 3

In “High capacity, reversible data hiding in mediémages” [69], a data-hiding
scheme based on the shifted histogram is showa betier if it is applied to image tiles
rather than whole the image. This not only improtres data-hiding capacity, but also
increases the quality of the marked image. Thieamly due to the fact that the sum of

the peaks of the individual pixel intensity histagns is greater than the single peak of
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the histogram of the whole image Besides, the iddal histograms are much narrower
and sharper than the histogram of the whole imaggting more possibility for zeros,
as well as allowing for greater distances betwhenpeak points of the tiles. This way,
while the region-of-interest data can be free frdisturbances, the embedded data can
also be hidden according to the perceptual charsitts of the human visual system,
and the number of minimum (zero) points in eachgentle is lower than that of the
whole image. This results in an improved markedgenquality while maintaining high
data embedding capacity. Compared with the datiadnichethod applied to the whole
image [63], this scheme can result in a 30%-200¢aci&y improvement with still
better image quality, depending on the medical enegntent.Finally, the use of the
individual histograms (for different tiles) makeasppssible to distribute the embedded
bits among the image.

3.1.2 Audio contents

In the audio watermarking field, capacity payloadnsparency, robustness and
computational efficiency are the main objectivesieQdf main challenges in audio
processing is to estimate the sensitivity of thenan ear to audio distortion. To
overcome this challenge, the use of a psychoacoustidel is quite useful to design
watermarking algorithms, as shown in the designed-based schemes [78, 80]. The
human ear is sensitive to frequency and, for teason, psychoacoustic models are
based on frequency domain data. In addition, tdeaehrobustness, the frequency
domain is also a better choice compared to the diomeain. In this thesis, the frequency
domain, and more precisely, the Fast Fourier Taans{FFT) and the Digital Wavelet
Transform (DWT) have been chosen since they are ribicient than other transforms
and provide more robustness than the methods askigrthe time domain.

Different attacks produce various changes in au@ite of the most important attacks
in audio is compression. To defeat MPEG compres@u3), comparing the original

with a compressed/decompressed signal to find a sata for embedding is a
convenient possibility, and this idea is exploiiedthe proposed algorithm [80]. In

addition, the use of different techniques like eliéinces, predictions, interpolation and
spatial transforms in FFT resulted in high capamsthods which lead to publish three
different papers [78- 80]. The fourth paper takegaatage of the DWT to design a high

capacity, transparent and robust watermarking sehg@i]. Parts 1, 2, 3 and 4
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summarise the results of the published papers [J&@ntributed by the author of this

thesis.

Part 1

In “High capacity method for real-time audio dataihg using the FFT
transform” [78], the algorithm was implemented tekispecial care for the efficient
usage of the two restricted resources of computstesis: memory space and CPU
time. This method offers to the industrial user tdapability of watermark embedding
and detection in time immediately comparable toréwd playing time of the original
audio file, while the end user/audience does mat &iny artifacts or delays hearing the
marked audio file. The high capacity data hidingpakthm for digital audio described in
this contribution is appropriate for real-time apations. A scaling coefficientf and
the selected frequency band to embed the hiddemniation into it are the two main
parameters of this method. The experimental resulsv that using different values for
g and the frequency band lead to different capapeyceptual distortion (ODG) and bit
error rates (BER) of detection after MP3 comprassieurthermore, the suggested
scheme is blind, since it does not need the origigaal for extracting the hidden bits.
The experimental results show that this schemeahasry good capacity (5 kbps or
above), without significant perceptual distortiodgrovides robustness against MPEG

compression (MP3).
Part 2

In “Robust high-capacity audio watermarking based &FT amplitude
modification” [80] a high-capacity watermarking atghm for digital audio, which is
robust against common audio signal processing,ropgsed. This scheme provides
further robustness against attacks and additioe@lrdy measures compared to [78].

The main properties of this scheme are summariskxvb

1. The frequency band and the scaling paramet#e chosen using an automatic
process.

2. The frequency band for embedding the secret bitshissen based on the
difference between the original audio and an MP3m@ssed version of the
audio signal. The bits are embedded into a frequémerval for which this

difference is below some specified threshold.
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3. To increase security, the tuning parameters aresdddn into audio frequency
samples using a Pseudo-Random Number GeneratorGPRNscramble both
the values and the position of the parameters.s€kd of the PRNG is required
as a secret key both at the sender and the receiver

4. A time-domain synchronisation technique is usedivide the audio signal into

blocks of a given length for large files.

This method provides excellent transparency (ODgnf~1 to 0), very high capacity
(from 1.5 to 8.5 kbps) and robustness againstréifitesignal processing attacks.

Part 3

In “High capacity audio watermarking using FFT aityole interpolation” [79],
the aim of the proposed method is to develop a Migirate audio watermarking
technique with robustness against common attackd good transparency. This
algorithm is based on the difference between thiginal and the interpolated
amplitudes of the FFT samples as obtained usingsptiee interpolation. The ratio
between the interpolated error to the interpolatachple and the selected frequency
band are the two parameters of this method, wheh loe selected adaptively to
regulate the capacity, the perceptual distortiod #me robustness of the scheme.
Furthermore, the suggested scheme is blind. Therimental results show that this
scheme has quite a high capacity (about 3 kbpshowit significant perceptual
distortion (ODG about —0.5) and provides robust@gsnst common signal processing
attacks such as echo, noise, filtering, re-samplargd MPEG compression (MP3).
Besides, the CPU time required by the scheme ist mmugh (about 20% of the

playing time) to use it in real-time applications.
Part 4

The letter DWT-based high capacity audio watermarkif§1] suggests a novel
high capacity robust audio watermarking algorithyrubing the high frequency band of
the wavelet decomposition, for which the human taugisystem (HAS) is not very
sensitive to alterations. The main idea is to divide high frequency band into frames
and then, for embedding, the wavelet samples aargad depending on the average of
the corresponding frame. The experimental reshitsvsthat the method has very high
capacity (about 5.5 kbps), without significant ggatial distortion (ODG in [-1 ,0] and
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SNR about 33 dB) and provides robustness agaimstmom audio signal processing

such as add noise, filtering, echo and MPEG comsjoegMP3).

Table 1 and Table 2 compare capacity (bps), trapapg (ODG and SNR), extracting
time and robustness against attacks (BER) of tbpgsed schemes and a recent paper
published in IEEE Trans. Multimedia. Furthermorke tcomparison part of theses
papers [79-81] show that the schemes overcome dpactty of the existing audio
watermarking schemes, whilst keeping transparemctiya high quality area (ODG in [—
1, 0]) and robustness against the attacks desanltbe audio watermarking literature.

Tablel. Comparison between the proposed schemes aadent scheme published in IEEE
Trans. Multimedia [94]

Multimedia [94]

SNR of o
Algorithm Audio File marked OD?«;; Payload (bps) I(ijtra(_:tmg]:ume/
(dB) mar uration of file
Real time '
scheme [78] | SQAM files [95] - 2100 2.5kto 8.5k 0.1t00.2
FFT[SSg]heme Songs [96] | 35to 44 1100 15Kkto 85K 0180
Interpolation

scheme [79] Songs [96] 30.5 -1t0 0 3k 0.1t00.3
WavellgtliSCheme Song s[96] 33 ~1t00 5.5k 0.1t00.3

IEEE Trans. Classical music 25 - 176 -
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Table2. Comparison of robustness against diffeatatks between the proposed schemes and a

recent scheme published in IEEE Trans. Multimedia

BER %
ODG of Real FET Interpo- Wavelet IEEE
Attack name parameters Attacked | time ation Trans.
scheme scheme !
file scheme [80] scheme [81] Mglt|m—
[78] [79] edia 94]
AddBrumm 1-6k 1-7k —21t0 4 - 0-1 0-1 0+1 +
AddDynNoise 1-2 —2to -3 - 0-1 0-8 247 —
ADDFFTNoise 2048,400 -1to -2 - 0 1-2 042 —
Addnoise 1-20 Oto-1 - 0 0o-1 0-|4
AddSinus 1-5k,1-7k -3to 4 - 0 0 0
Amplify 80 — 145 0to-1 - 0 0 0-1 —
BassBoost 1-50,1-50 -3to-¢4 — — Q 0+2 -
Echo 1-10 —-21t0-3 - - 0-1 0-3 6
FFT HLPassQuick 2048,1-10k,18—2pk—3 to —4 - - 1-4 0-2 —
FFT_Invert 1024 -31t0 -4 - 0 1-2 0 -
FFT_ RealReverse 2,2048 -3to 44 — 0+3 - 11+ 24
FFT_ Statl 2,2048 -3 10 - 0-36 - 14 4 23—
invert - -3to-4 - 0 0 0 -
Resampling 44/22/44 —1 to —2 - - 5 384470
LSBZero - —-0.1t00.0 - — 0 0 0
MP3 128 Oto-1 0-3 0 0-5% 0-83 -
Noise Max 1-2,1- 14k,1 — 500 0 to -] - — 041 10+ -—
Pitchscale 1.1 -3 to -4 - - 0-0 32461-
RC_HighPass Passing area -3to+4 D o1 0-1 -
RC_LowPass Passing area Oto—-1 . D D OF4 3
Smoth - -3to 4 - - 15-31 -
Statl - -1to-2 - - 21-44 —
TimeStretch 1.05 -3 10— - - 44 —|65 —
guantization 16 -12 0to-1 - - 2—4 0

3.2 Possible directions for future research

3.2.1 Image data hiding

To achieve a narrower histogram is the main goathef histogram shifting

approach. Note that, with an ideal narrow histogreapacity will be about 1 bpp with
excellent transparency (PSNR = 48.2dB), which isfege for all applications.
Furthermore, the suggested approach is reversilbles, the most convenient way to

improve the results published in this thesis idésign a transform which makes it

possible to achieve even a narrower histogram wiithead to design a better scheme

for image data hiding as capacity is concerned.
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3.2.2 Audio watermarking

Among the existing transforms, the wavelet tramgfdras several advantages in
audio signal processing. Its inherent frequency timnesolution and logarithmic
decomposition of the frequency bands resemble timah perception of frequencies,
since it provides the decomposition to mimic théaal band structure of the HAS. The
wavelet transform is suitable for robust applicasicand makes it possible to design
schemes by using different wavelet frequency baiftis. results already obtained in
this thesis forecast the possibility of obtainivg® better watermarking schemes, as the
properties of capacity, transparency and robustaessonsidered, using the discrete
wavelet transform.

Another direction in the audio field is the implemetion of a prototype of a
complete application, such as a broadcast mongasistem, which can integrate an
efficient audio watermarking system implementedr@al time, a synchronisation
method and digital broadcasting transmitter anckiver devices to demonstrate the

applicability of the suggested schemes in a real enago.
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