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LoRaWANs Through Lightweight Scheduling
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Pere Tuset-Peiro, Senior Member, IEEE, Xavier Vilajosana, Senior Member, IEEE,

and Sofie Pollin, Senior Member, IEEE

Abstract—Providing low power and long range (LoRa)
connectivity is the goal of most Internet of Things networks,
e.g., LoRa, but keeping communication reliable is challenging.
LoRa networks are vulnerable to the capture effect. Cell-edge
nodes have a high chance of losing packets due to collisions, espe-
cially when high spreading factors (SFs) are used that increase
time on air. Moreover, LoRa networks face the problem of scal-
ability when they connect thousands of nodes that access the
shared channels randomly. In this paper, we propose a new
MAC layer—RS-LoRa—to improve reliability and scalability
of LoRa wide-area networks (LoRaWANs). The key innova-
tion is a two-step lightweight scheduling: 1) a gateway schedules
nodes in a coarse-grained manner through dynamically specify-
ing the allowed transmission powers and SFs on each channel
and 2) based on the coarse-grained scheduling information, a
node determines its own transmission power, SF, and when and
on which channel to transmit. Through the proposed lightweight
scheduling, nodes are divided into different groups, and within
each group, nodes use similar transmission power to alleviate
the capture effect. The nodes are also guided to select different
SFs to increase the network reliability and scalability. We have
implemented RS-LoRa in NS-3 and evaluated its performance
through extensive simulations. Our results demonstrate the ben-
efit of RS-LoRa over the legacy LoRaWAN, in terms of packet
error ratio, throughput, and fairness. For instance, in a single-
cell scenario with 1000 nodes, RS-LoRa can reduce the packet
error ratio of the legacy LoRaWAN by nearly 20%.

Index Terms—Fairness, LoRa, LoRaWAN, NS-3, reliability,
scalability, simulation.

I. INTRODUCTION

W ITH the evolutions of wireless communication, we
can now embed tiny wireless transceivers into any

“thing.” These great advances are enabling us to build the
Internet of Things (IoT). To realize IoT, many technologies
have been proposed, such as narrowband (NB)-IoT [1], long
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range (LoRa) [2], Sigfox [3], among others. These technolo-
gies have the capability of connecting massive numbers of
devices in large areas and target a lifetime of ten years simply
powered by batteries.

Among these technologies, LoRa offers a compelling mix of
long range and low power consumption data transmission [2].
It operates on the 868/915-MHz ISM bands that are available
worldwide. It can support a communication range of 5 and
15 km in urban and suburban areas, respectively, comparable
to the existing cellular networks. A single LoRa gateway can
connect thousands of devices to the Internet. LoRa itself is a
physical (PHY) layer technology built around the chirp spread
spectrum modulation. There are several solutions for the MAC
layer. Among them, LoRa wide-area network (LoRaWAN) [4]
is the most popular one. Although LoRa&LoRaWAN1 has
attracted increasing attentions from both industry (Orange, BT,
KPN, SK Telecom, etc.) and academia [5]–[8] during the past
years, it still faces several challenges.

A. Challenge 1—Scalability

Scalability is of key importance in LoRaWAN due to its
long range and thousands of devices may reach a given
gateway simultaneously. However, LoRaWAN lacks such a
scalability because it uses random access MAC protocol com-
bined with a large time-bandwidth product [9]. Thus, the
capture effect reduces greatly the performance of the nodes
that are far away from the gateway. The collisions between
the packets transmitted by nodes that are considerably close
to the gateway and the packets from the nodes that are far
away will always result in a loss of the packets transmitted by
the nodes that are relatively further from the gateway [10]. In
other words, connecting thousands of devices with LoRaWAN
creates serious challenges for network scalability which is even
more challenging due to the capture effect.

B. Challenge 2—Interference From Other
Co-Located Networks

ISM bands are extensively used by other wireless tech-
nologies, both NB and broadband. These make coexistence
mechanisms important. In that regard, a LoRaWAN gateway
is supposed to reply to confirmed frames with acknowledg-
ments. If the gateway cannot acknowledge a frame due to

1In the rest of this paper, LoRa&LoRaWAN is referred as LoRaWAN, for
simplicity.
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duty cycle regulations or a lost acknowledgment due to exter-
nal interference, nodes will retransmit their packets as long
as it is deemed necessary. The standard behavior for frame
retransmissions is to switch to more robust spreading fac-
tors (SFs), which increases the channel occupation and leads
to an increase in collisions, deteriorating overall network
reliability.

C. Challenge 3—Restrictions on Duty Cycle

Another challenge faced by LoRaWAN is the restrictions
on the duty cycle. This restriction makes the resources of
the downlink channel more valuable, discouraging any fine-
grained scheduling of nodes performed by gateways. Fine-
grained scheduling, as used in cellular networks, requires lots
of downlink channel resources.

To tackle these challenges, we propose RS-LoRa, a novel
MAC layer to improve reliability and scalability of LoRaWAN.
We design a distributed and two-step lightweight scheduling
method based on the received signal strength at both nodes
and gateways. The first-step is performed by gateways. A
gateway schedules nodes within its cell in a coarse-grained
manner by dynamically specifying the allowed received sig-
nal strength and SFs for each channel. The second-step is
performed by nodes. Based on the coarse-grained schedul-
ing information provided by the gateway, nodes decide on
their own the transmission power, SF, and on which chan-
nel and when to schedule their data transmission. Through
this scheduling approach, the packet collisions in the network
can be reduced greatly. Therefore, the reliability, scalabil-
ity, and capture effect of the network can be improved
largely.

The contributions of this paper are summarized as follows.
1) Design: We design the RS-LoRa, a new MAC pro-

tocol to improve the performance of LoRaWAN. The
key component is the proposed distributed and two-step
lightweight scheduling (Section III).

2) Energy Efficiency Analysis: We analyze the energy effi-
ciency of RS-LoRa and legacy LoRaWAN. Our numer-
ical results show that RS-LoRa can improve the energy
efficiency of a network that has many nodes, even
though RS-LoRa introduces additional cost on regularly
listening to the channel (required by our lightweight
scheduling) (Section IV).

3) Implementation: We implement RS-LoRa in NS-3 as
well as other necessary components to compose a
complete LoRa network. This complete implementation
allows us to evaluate the performance of RS-LoRa exten-
sively. For comparison, we also implement the legacy
LoRaWAN in NS-3 (Section V).

4) Evaluation: We evaluate the performance of RS-LoRa
in single-cell and multicell scenarios, with different
number of nodes and traffic load. Our extensive sim-
ulations show that RS-LoRa can reduce the packet error
rate (PER) of legacy LoRaWAN by 20% when there
are many nodes. The results also demonstrate that RS-
LoRa can improve the network scalability of legacy
LoRaWAN (Section VI).

Fig. 1. Network stack of a normal LoRa node.

II. BACKGROUND AND RELATED WORK

A. Background

The LoRaWAN network consists of two parts: 1) gate-
ways and 2) nodes. Gateways are responsible for connecting
all LoRaWAN nodes within their coverage. Furthermore, a
gateway can communicate with several nodes simultaneously.
These gateways are similar to the base stations in cellular
networks. The network stack of LoRaWAN nodes is shown
in Fig. 1. The PHY layer is the LoRa technology that oper-
ates on different ISM bands, depending on the regions where
LoRaWAN nodes are deployed. Depending on the applica-
tion scenario, LoRaWAN nodes can be configured into three
different types.

1) Class A: A node wakes up and transmits its message
to the gateway when a message is ready. After sending
out this message, the node waits for a short period to
receive its pending messages from the gateway. After
this reception, the node goes back to sleep mode. This
class consumes the least amount of energy.

2) Class B: Except for sending messages on demand as
with class A, a node operating at class B is also
scheduled to receive messages from the gateway.

3) Class C: With this configuration, a node keeps listening
to the channel to check for messages from the gateway.
Nodes operating at class C consume the most energy.

LoRaWAN uses SFs for rate adaptation. In the specification
of LoRa, the SF can be selected from SF7 to SF12.2 A lower
SF leads to a higher transmission rate and shorter transmission
time, but requires a higher SNR.

1) MAC Protocol: While LoRa communications are typi-
cally achieved by sacrificing bit rate or by robust modulation
techniques at PHY, low power operation mainly depends on
the MAC protocols. In addition, the MAC protocol also deter-
mines network scalability, organizes downlink/uplink trans-
missions, and node mobility. LoRaWAN uses a very simple
MAC protocol: ALOHA, i.e., random access. When a node has
a message to transmit, it selects an SF, channel, and transmis-
sion power, and transmits its message with these parameters.
After its transmission, the node schedules two time slots for
receiving downlink transmissions. The first slot is at least 1 s
later than the end of the transmission, while the second slot
is exactly 1 s after the first reception slot. The gateway can

2In this paper, the values for SF are the values used in the LoRa community
rather than the typical definition of SF: chip rate over symbol rate.
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select either one of them to transmit its downlink message to
this node. If the gateway selects the first slot, it uses the same
parameters as the node. Otherwise, more reliable parameters
can be used. If there is no downlink message for that node,
the gateway ignores these two slots.

2) Acknowledgments: The messages sent by nodes can be
acknowledged by a gateway or not. In the former case, a
gateway is obliged to acknowledge uplink messages. In the
latter case, a gateway sends the acknowledgments at will.
However, even without acknowledgments, gateways have to
respond some received messages to confirm working connec-
tions between them and the nodes. When multiple gateways
receive a message, one of them will respond that node.

3) MAC Commands: Gateways also send control infor-
mation to nodes. This control information is called MAC
commands in the LoRaWAN standard. An example of a MAC
command is the LinkAdrReq. This MAC command requests
a change in available channels, SFs, and transmission powers
that should be used by the receiving nodes. Each requesting
command needs to be acknowledged by the receiving nodes
with the corresponding answer.

B. Related Work

Here, we summarize the state-of-the-art research that is most
related to our proposed RS-LoRa.

Significant contributions have been done in our community
investigating the scalability of LoRa networks, especially the
scalability of LoRaWAN MAC protocol [5], [9]–[13]. They
all conclude that it is difficult to scale LoRaWAN networks.
Georgiou and Raza [9] and Haxhibeqiri et al. [11] studied the
uplink traffic in LoRaWAN and show that the packet delivery
ratio decreases exponentially with the number of nodes in the
network. This finding is what we expect for ALOHA-based
networks. In [9] and [11], only one SF is considered and the
LoRa symbols are assumed to be orthogonal. However, differ-
ent SFs do effect each other, as shown in [13]. Higher SFs even
have a negative impact on network performance [10], where
the authors also show that acknowledgments in LoRaWAN
do not scale. After several retransmissions, nodes switch to
higher SFs, but only increase their probability of collision.
Furthermore, downlink traffic is studied in [12]. The authors
find that the transmission of downlink messages can corrupt
the uplink packets at the gateway. Therefore, downlink traffic,
e.g., acknowledgments, should be sent with care. Motivated
by the above state-of-the-art, in this paper, we propose the
RS-LoRa to improve the scalability of LoRaWANs through
a novel lightweight scheduling at gateways and a distributed
self-scheduling at the nodes. To the best of our knowledge, RS-
LoRa is the first MAC protocol built upon LoRaWAN MAC
that targets at improving the latter’s scalability.

An effort has been done in [7] to provide more reliability
for nodes that are far from the gateway, i.e., solve the capture
effect. This paper presented that when the gateway assigns the
SFs, the network performance could be improved significantly
over the legacy LoRaWAN where nodes pick their preferred
SFs. According to the presented derivations, the ideal portion
of traffic using one SF is the bit rate corresponding with that

SF divided by the sum of the bit rates of all SFs. The power
consumption in this scheme, however, is high when a node is
assigned the highest SF.

The main reason for the low performance of LoRaWAN is
the ALOHA access of the channel. Therefore, some authors
proposed to completely synchronize the LoRa network [14].
Theoretically, it would significantly improve the network by
assigning slots to each node (i.e., fine-grained scheduling).
For large networks, such as LPWANs, it is very challenging
to assign each node a slot without violating the duty cycle
restrictions. So, low-power distributed queuing (LPDQ) [15]
has been proposed for LPWANs [16]. It is a simple MAC pro-
tocol where nodes send small packets in contention slots to
request channel access. If these requests arrive at a gateway
without collisions, nodes are granted a slot to transmit their
data packets, which is considerably longer. Applying LPDQ
directly on LoRaWANs, however, is impractical. LoRa packets
are typically small, yet vary a lot in size: from a few millisec-
onds to up to 2 s. Thus, defining slot boundaries creates a
complex schedule or wastes a lot of resources waiting idle.

Another two approaches targeting at LoRa communication
are Ingenu [17] and Weightless-SIG [18]. The former divides
time into two slots in the 2.4-GHz ISM band, one for uplink
and the other one for downlink. Nodes select a random subslot
to transmit their data with a random phase. This approach,
however, is impossible in the 868-MHz band as the duty cycle
is considerably smaller. The Weightless protocol [18] exploits
TDMA/FDMA and does work in the 868-MHz ISM band.
First, the gateway sends a beacon including the scheduling
of all the nodes. Then, the nodes transmit their data in the
scheduled slots. Weightless uses FHSS to enable maximal duty
cycle for the gateway. When using the full 868-MHz ISM
band, this protocol can use up to 2400 s of downlink per hour,
or a duty cycle of 67%. This is more than enough to fulfill the
needs for long range communications. In LoRaWAN, however,
bandwidths are wider, resulting in less potential channels over
the entire band and a lower duty cycle.

Besides, numerous MAC protocols have been proposed for
wireless sensor networks, as surveyed in [19]. The main goal
of these MAC protocols is to provide low-power multihop
communications between the sensor nodes and a central sink,
while reducing the latency as much as possible. However,
these protocols do not apply well for LPWANs. First, nodes in
LPWANs are heterogeneous because a gateway is powered and
has more capabilities than any low power nodes in the network.
Second, unlike wireless sensor networks, in LPWAN there
is no multihop communications because low-power nodes in
LPWAN can communicate with a gateway directly. Finally, an
LPWAN targets at connecting significantly more nodes than a
wireless sensor network. A wireless sensor network only has a
limited amount of peers in their network, so polling them on a
regular basis is feasible. But polling devices within LPWANs
will waste too much resources and thus should be avoided.
The only feature in our proposed RS-LoRa that is relevant
to wireless sensor networks is the synchronization. However,
a considerable amount of downlink resources is required to
realize this function properly. Also, a full synchronization con-
sumes more power. In RS-LoRa, we avoid these requirements
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Fig. 2. Illustration of the channel assignment. represents beacons
and denotes uplink/downlink slots. The beacons from a gateway are
transmitted at different channels alternately to increase reliability by reducing
collisions with beacons from other neighboring gateways.

through a novel lightweight scheduling that will be presented
in Section III.

III. SYSTEM DESIGN

In this section, we present the system model and design of
our proposed RS-LoRa.

A. System Model

In RS-LoRa, the whole available bandwidth is divided into
one synchronous downlink channel and several asynchronous
uplink/downlink channels, as depicted in Fig. 2. We assume
there are I asynchronous uplink/downlink channels. The set of
the asynchronous channels is denoted as I = {1, 2, . . . , I}, all
structured in the unit of frames. All the frames have the same
structure and duration, each occupying Tf seconds. A frame
is further divided into subframes, each lasting for Ts seconds.
A subframe starts with a beacon transmitted by the gateway,
followed by I uplink/downlink slots during which nodes can
transmit their packets in an ALOHA manner. Each beacon car-
ries information about how to use the uplink/downlink slots
in that corresponding subframe. This information specifies the
available channels and SFs that can be used on each chan-
nel. For the ith channel, we denote the set of the available
SFs as Si. Nodes harness this lightweight scheduling infor-
mation to further select the channel and SF for their data
transmission. After that, a node selects a random time offset
and transmit its packet at that offset. If a gateway successfully
receives that packet, i.e., no collision occurs, it can choose
whether or not to acknowledge that node, as in the legacy
LoRaWAN.

Note that in our system, the asynchronous uplink/downlink
channels are framed, but the access in each subframe is still
ALOHA. Although a completely slotted approach can improve
the network reliability, we choose to keep the access within
each subframe unslotted as it allows low power consumption
for nodes that have a very low demand on throughput. Such
nodes can sleep for a long time as synchronization is not crit-
ical. Then, upon wake up, these nodes only need to deal with
possible de-synchronization such that their transmissions do
not overlap with any beacon.

B. Gateway

In RS-LoRa, the proposed lightweight scheduling is coordi-
nated by gateways. In this section, we first present the beacons,
followed by the first-step of the lightweight scheduling and the
packet structure of beacons.

1) Beacons: A beacon has two purposes: a) synchronizing
the nodes and b) carrying downlink information. Nodes lis-
ten to the latest beacon once they wake up and then adapt
their clocks to the gateway. Beacons can also carry small
data messages, e.g., MAC commands, to reduce the amount
of downlink messages.

In RS-LoRa, beacons from each gateway are transmitted on
different channel to increase reliability against both collisions
with beacons from other gateways and interference from other
networks operating at the same frequency. Each new beacon
is transmitted on the next channel, iterating over all available
channels. Furthermore, to increase the reception probability
of beacons, different SFs are applied to transmit beacons. The
first beacon of each frame is sent using SF12, to ensure that
it is received by all nodes, even by the nodes at the cell edge.
Other beacons can be transmitted using different SFs.

However, increasing the number of SFs to transmit beacons
also increases the time spent by nodes to join the network.
To have a fast network joining process in channel hopping
networks, Vogli et al. [20] proposed to let nodes rebroadcast
beacons. These rebroadcasts can be picked up faster since they
occur more frequently. However, it is costly for low power
networks to rebroadcast these beacons. In RS-LoRa, nodes
follow the joining process specified in the legacy LoRaWAN.
The gateway sends the required information about the schedule
and the next beacon upon each accepted joining request. Extra
information can be added to the downlink messages for nodes
to quickly (re)synchronize with the network.

2) Lightweight Scheduling at the Gateway (the First-Step):
The gateway uses lightweight scheduling to coordinate uplink
transmissions from nodes. Instead of scheduling each node
with the concrete transmission power, SF, and channel, our
proposed lightweight scheduling method schedules each chan-
nel by specifying its allowed transmission powers and SFs
for each subframe. Then, nodes select their own transmission
parameters based on this high-level scheduling information.

a) Transmission power: The gateway specifies the
allowed transmission power of nodes by restricting its received
signal strength (RSS) of the uplink traffic. That is, each bea-
con from the gateway carries information about the allowed
RSS of each channel for that subframe. Through this, the
gateway can control the transmission power of each node to
some extent, and has the capability to minimize the network
capture effect. The capture effect needs to be minimized for
those nodes that are far from the gateway. Otherwise, their
uplink traffic can easily collide with the traffic that is trans-
mitted with any SFs from nodes near the gateway. We can
also use the allowed RSS values in the beacons to control the
traffic of a specific channel. By modifying the thresholds of
RSS, we can increase/decrease the amount of traffic, resulting
in lower/higher reliability for that specific channel. Thus, the
gateway can also dedicate a channel to the nodes that are very
far from the gateway by allowing a low RSS on a specific
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TABLE I
STRUCTURE OF BEACONS (I IS THE NUMBER OF THE USED CHANNELS AND Y REPRESENTS THE LIST OF CARRIED MAC COMMANDS)

channel, in order to improve the quality of service of these
nodes.

b) Spreading factors: Determining the allowed SFs for
each channel is important. The more allowed SFs, the higher
achieved channel reliability as packets with different SFs can
be received simultaneously. The reason is that less collisions
occur with more used SFs. However, more SFs could result
in longer messages and more energy consumption. Therefore,
the reliability and the energy consumption should be balanced.
In [7], we have shown that the lowest packet error ratio can
be achieved when ps, the probability of using an SF s, equals:
ps = [Rs/(

∑
s′∈Si

Rs′)], where Rs and Rs′ denote the achieved
data rates with the SFs s and s′, respectively. Let ηd be the
ratio between Pd

legacy and Pd
RS, where the latter two denote the

packet delivery ratios under the legacy LoRaWAN (only with
the SF7) and the RS-LoRa (a set of selected SFs), respectively.
Then ηd can be written as

ηd = Pd
legacy/Pd

RS = e2λ(1−ps7). (1)

Notice that ηd is bigger than 1. So, the network performance
improves with more SFs, i.e., when ps7 is smaller. However,
the average energy consumption on transmission, denoted as
E, also increases

E =
∑

s∈Si

psPt
L

Rs
= |Si|PtL

∑
s∈Si

Rs
(2)

where |Si| denotes the cardinality of Si or, in other words,
the number of allowed SFs on channel i, Pt is the trans-
mission power, and L the packet length. Equation (2) shows
that the average energy consumption increases with more
and especially higher SFs. The numerator increases linearly
with the number of SFs, while the denominator scales signif-
icantly slower. As a result, ηe, which denotes the ratio of the
energy consumptions under LoRaWAN and RS-LoRa, can be
written as

ηe = PtL/Rs7

E
=

∑
s∈Si

Rs

|Si|Rs7
. (3)

As the denominator increases faster with the number of SFs, ηe

is smaller than one. From (1) and (3), the gateway determines
the allowed SFs for each channel to satisfy the current network
preferences. That is a tradeoff between the energy consump-
tion and the network reliability. The energy consumption is
further investigated in detail in Section IV.

3) Structure of Beacons: The packet structure of beacons
is shown in Table I. The first field represents the version
of the protocol, which occupies 2 bits. Next field, the 4-bit
PacketType, specifies the type of the current packet. The next
field is GatewayID. It provides spatial information to the nodes
and allows the nodes to synchronize with different gateways,
especially for mobile nodes. Next, the fields FrameID and
SubFrameID, give nodes the information about the timing in

the network. Their values are updated in each new beacon.
The length of current packet is specified in field Length that
takes 8 bits. The following two fields, ListSF and ListRSS,
carry information about the lightweight scheduling of the cur-
rent subframe. They specify the allowed SFs and RSSs for
each asynchronous channel. The remaining two fields list the
carried MAC commands that are reused from LoRaWAN.

C. Nodes

In LoRaWAN, all the nodes are allowed to choose any SF
and transmission power freely. Therefore, nodes are eager to
select the lowest possible SF because it brings the shortest
time-of-flight for transmitting a packet, and thus, minimizes
their power consumption. However, the probability of packet
collision increases greatly when all nodes use the same SF,
especially with a large number of nodes in the network close to
the gateway. In RS-LoRa, we propose that each node uses the
information carried by beacons to determine its transmission
parameters, namely the channel, SF, and transmission power.
This is the second-step of the proposed lightweight scheduling
that is performed at each node in a distributed manner. By
doing this, RS-LoRa can alleviate the capture effect and reduce
the probability of packet collisions. Algorithm 1 presents the
details on determining transmission parameters at each node.

The algorithm works as follows. When a node n needs to
transmit a message, it first looks for an available channel.
It can acquire this necessary information by listening to the
latest beacon. Node n then determines which channel to use
(lines 3–9). To select the most suited channel, the algorithm
searches over all the available channels and then selects the
one that has the highest target RSS which is lower than the
estimated RSS from this node to the gateway. This estimation
can be derived from the RSS of the beacons from the gateway.

If a channel is found, a random SF is selected (line 11).
Note that a higher SF consumes more time on air and should
be used less, and vice versa. Therefore, in RS-LoRa, different
SFs are selected with different probabilities. Let Si denote the
set of allowed SFs for the channel i (carried in the beacons).
Then the probability of selecting an SF of s is defined as
follows:

ps = Rs
∑

s′∈Si
Rs′

∀s ∈ Si (4)

where Rs and Rs′ are the bit rate achieved with the SF s and
s′, respectively, and we have

∑
s∈Si

ps = 1.
Based on the determined SF and target RSS at the gateway,

the node calculates the required transmission power (line 12).
An increase of SF by 1 brings an increase of 2.5 dB in the
sensitivity of the gateway, according to the datasheet of LoRa
transceiver [21]. Thus, the transmission power can be reduced
when a higher SF is used.

When no channel is determined (line 13), it implies that
node n is very close to the gateway. In this case, the lowest
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Algorithm 1 Determine Transmission Parameters at Each
Node
Input: Pb: RSS of the received beacon at node n;

I: channel set; Ts: duration of each subframe;
Si: set of allowed SF for channel i, ∀i ∈ I;
P′i: target uplink RSS for channel i, ∀i ∈ I;

Output: Transmission parameters: Cn: selected channel;
Sn: selected SF; Pn: transmission power; Tn: offset time.

1: Ptmp ← 0 # Ptmp: a temporary variable
2: Flag ← false # Flag: denoting if a channel is selected
3: for i ∈ I do
4: if Ptmp < P′i < Pb then
5: Cn ← i # Select channel
6: Ptmp ← P′i
7: Flag ← true
8: end if
9: end for

10: if Flag = true then
11: Sn ← randomly choose a SF from SCn with different

probabilities, refer to Eq. (4) # Select SF
12: Pn ← Ptmp + Ppathloss − 2.5Sn + Poffset # Calculate

transmission power
13: else
14: Sn ← 7 # Select the lowest SF
15: Pn ← 0 dBm
16: Cn ← arg maxi∈I P′i
17: end if
18: Tp ← time-of-flight of the packet with selected SF Sn

19: Tn ← rand(0, Ts − Tp) # Select an offset time randomly

SF is selected because it has the minimal power consumption
and suffices to reduce the amount of destructive interference
(lines 14–16).

Finally, the node selects a time for transmission
(lines 18 and 19). There are no requirements for this value
except that the message cannot interfere with the beacons.
Even when this node would use a channel that is not used
to transmit the next beacon by its own gateway, the transmit-
ted message could still collide with beacons from neighboring
gateways.

IV. ENERGY CONSUMPTION ANALYSIS

An important property of LPWANs is low power con-
sumption. While RS-LoRa improves reliability and scalability
of the legacy LoRaWANs through lightweight scheduling, it
introduces additional energy consumption. In this section, we
analyze the energy consumptions for both legacy LoRaWANs
and our proposed RS-LoRa, and will show from numerical
analysis that the additional energy does not necessarily result
in a worse energy efficiency. Without loss of generality, we
assume that all packets sent by nodes have the same length.
We make the following definitions.

1) Packet Arrival Rate: Denoted as λ. It represents the traf-
fic load of the network. It is defined as the average
number of packets that arrives to the network within a

period T , where T is the period on transmitting a packet
with SF7.

2) Energy Consumption on Transmitting Each Packet:
Denoted as Ed. It is the energy consumption for trans-
mitting a packet in both legacy LoRaWAN and RS-LoRa
with SF7.

3) Energy Efficiency: The energy efficiency is defined as
the amount of information arriving at a gateway divided
by the energy to transmit that same information. In other
words, the energy efficiency is the packet delivery ratio
over the average energy cost of transmitting one packet.

We distinguish between two type of transmissions:
acknowledged transmission and unacknowledged transmis-
sion. In networks where ACKs are used for acknowledgment
(acknowledged transmission), the energy consumption is cal-
culated by including retransmissions of each packet. In a
network with unacknowledged transmissions, each message is
repeated once.

A. Legacy LoRaWANs

In legacy LoRaWANs, the energy consumption at each node
is mainly spent on the transmission of packets. Thus, ALOHA
is most energy efficient since no overhead is introduced on
listening to the channels.

1) Unacknowledged Transmission: To calculate the energy
efficiency, it is enough to consider the packet delivery ratio.
When λ increases (more traffic in the network), the amount
of collisions also increases. Let p denote the probability of
transmitting a packet successfully. It can be written as follows:

p = e−2λ. (5)

The packets that are successfully transmitted consume the
default amount of energy, i.e., Ed. Then the overall energy
efficiency in unacknowledged legacy LoRaWAN, denoted as
ηun

legacy, can be written as follows:

ηun
legacy =

p

Ed
= e−2λ

Ed
. (6)

Equation (6) shows that the energy efficiency in unacknowl-
edged transmissions depends exponentially on the packet
arrival rate in the network.

2) Acknowledged Transmission: The energy consumption
with the acknowledged transmission is more complex. In the
LoRaWAN standard, up to eight retransmissions are allowed.
In our analysis, we treat the retransmitted packets as “new”
packets, meaning that we will have a higher new packet arrival
rate. Let λ′ represent this new packet arrival rate, then

λ′ = λ
1− (

1− p′
)8

p′
= λ

1−
(

1− e−2λ′
)8

e−2λ′ (7)

where p′ is the probability of a successful packet transmission
in the network with acknowledged transmissions. To calcu-
late the new packet arrival rate, this equation needs to be
iterated a few times, as more traffic generates more colli-
sions and as a result, even more traffic. Let ηack

legacy denote
the overall energy efficiency with the acknowledged transmis-
sions. To derive ηack

legacy, the packet delivery ratio has to be
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divided by the energy consumption. This energy consumption
can be estimated by (λ′/λ)Ed. The final energy efficiency can
be calculated as

ηack
legacy =

1− (
1− p′

)8

λ′
λ

Ed
= e−2λ′

Ed
. (8)

Note that the LoRaWAN standard suggests to use more reliable
SFs when a packet is retransmitted, resulting in higher energy
consumption. Here, we do not take this into account.

B. Proposed RS-LoRa

Similarly, the overall energy efficiency in RS-LoRa can
be calculated. However, there are some differences. First, in
RS-LoRa, the allowed transmission power and SFs are con-
trolled in a coarse-grained manner by the proposed lightweight
scheduling. Since RS-LoRa controls the transmission power
and use more SFs, the transmissions can only collide with
those using the same SF. As less nodes use the same SF in RS-
LoRa, the resulted packet delivery ratio will increase. Second,
since we use different SFs, transmissions with higher SFs con-
sume more time and energy. Besides, nodes need to listen to
the beacons when they have packets to send, which brings
additional energy consumption.

The packet delivery probability can be calculated as follows:

prs = e−2λps7 (9)

where ps7 is the percentage of packets that use SF7, as shown
in (4). The packet delivery probability is not calculated for
other SFs as they are distributed to ensure that all the packets
with different SFs have the same probability of reception [10].
Note that prs changes the arrival rate under acknowledgments,
which can be written as follows:

λ′rs = λ
1− (

1− p′rs
)8

p′rs
= λ

1−
(

1− e−2λ′rsps7

)8

e−2λ′rsps7
. (10)

Equation (10) is similar to (7), except that the packet delivery
ratio is adapted with the new packet delivery ratio p′rs. More
SFs also increase the average energy consumption of a packet.
Thus, the new average energy consumption, denoted as Ed,rs,
has to be weighted with the corresponding data rates

Ed,rs =
∑

s∈Si

Ps
EdRb,s7

Rb,s
= |Si|EdRb,s7

∑
s∈Si

Rb,s
(11)

where Rb,s is the data rate achieved with SF s, s ∈ S and
Rb,s7 is the datarate achieved with SF 7. From (11), it is
clear that the average energy consumption on transmitting each
packet in RS-LoRa is higher than that in legacy LoRaWAN.
However, it should be noted that in RS-LoRa the allowed
SFs are determined by the gateway based on the network
preference. The gateway can tradeoff between network reli-
ability and energy consumption (see Section III-B). Thus, the
energy consumption in RS-LoRA could be reduced by only
including SF7.

Furthermore, Eb is the energy consumption for listening for
beacons and synchronizing to the beacon structure. This addi-

Fig. 3. Energy efficiency of the uplink transmissions under different traffic
load.

tional energy consumption is added directly to the average
energy consumption of transmitting a packet. The beacon is
assumed to be received without problem such that only one
beacon per transmission is required. Finally, we can derive
the energy efficiencies for unacknowledged and acknowledged
transmissions as

ηun
rs =

e−2λps7

Eb + Ed,rs
(12)

ηack
rs =

e−2λ′

Eb + Ed,rs
. (13)

C. Numerical Results

The numerical results of the energy efficiencies under legacy
LoRaWAN and our proposed RS-LoRa are shown in Fig. 3.
The results are normalized to the energy efficiency of the ideal
scenario where all the packets are transmitted only once, i.e.,
without any collisions. And also the energy consumption for
listening to beacons Eb is assumed to be equal to half the
energy consumption for transmitting one packet. This assump-
tion is valid since listening consumes a lot less power and
beacon messages tend to be smaller than actual data pack-
ets. From Fig. 3, it is clear that the acknowledged traffic is
not energy scalable, that is, the energy consumption increases
quickly with the increase of traffic load. Also, notice that
there is a bend in the curve. This bend is the point where
the acknowledged traffic cannot reliably transmit the traffic
anymore. From there, retransmissions are just increasing the
traffic on the channel, and not the reliability. We can also
observe that the RS-LoRa consumes more energy when the
traffic loads are small, but the gap becomes narrower with the
increase of traffic load. With higher traffic loads, the energy
efficiency of RS-LoRa is even better than that of the legacy
LoRaWAN. This benefit is a result of the collision reduction
of RS-LoRa. More results from our simulations will be pre-
sented in Section VI. To conclude, we state that the energy
overhead of RS-LoRa is small, and the reduced collision cost
leads overall to better energy-scalability.
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Fig. 4. Implementation architecture of RS-LoRa in NS-3.

V. IMPLEMENTATION IN NS-3

In this section, we present the implementation of RS-LoRa
in NS-3.3 The implementation architecture is shown in Fig. 4.
Four layers are present: 1) PHY layer; 2) data link layer;
3) transport layer; and 4) application layer. Next, we present
them in detail. The implementation details of the transport
layer is omitted due to its similarities to other types of
communication.

A. Physical Layer

Two different PHY layers have been implemented: 1) PHY
for nodes and 2) PHY for gateways.

1) PHY for Nodes (RSLoRaPhy): At the nodes, RSLoRaPhy
keeps track of the noise on all channels and records which SFs
have been used. It also checks if similar LoRa patterns are
being used, for example, the chirp rate of a signal with SF10
and bandwidth 125 kHz is identical to the chirp rate of a signal
with SF11 and bandwidth 250 kHz. Whenever a new packet
arrives, RSLoRaPhy calculates the signal to noise ratio of this
packet. With each new interfering signal that arrives at this
PHY layer, the bit errors are calculated up to that point using
the formulas presented in [8]. When a packet is successfully
received from the channel, it will be forwarded to the data
link layer for further processing. On the other direction, when
a packet is ready for transmission (forwarded from the data
link layer to RSLoRaPhy), RSLoRaPhy will immediately try to
send it. When this transmission fails for any reason, the data
link layer will be notified.

2) PHY for Gateways (RSLoRaGwPhy): A gateway is able
to receive multiple packets simultaneously. Thus, a different
PHY layer is required for gateways. However, since all the
parameters are identical to those used in the PHY layer for
nodes, we implement RSLoRaGwPhy based on the RSLoRaPhy
by adapting the latter to the specific requirements for gateways.
The main difference between them falls into the receiving part.
Unlike RSLoRaPhy for the nodes, RSLoRaGwPhy keeps a list
of all incoming signals and tracks the bit errors for each sig-
nal individually. All incoming signals contribute to the noise
for any other incoming signal. Furthermore, when a transmis-
sion is initiated by the gateway (downlink), this self-interfering

3The code can be found online. [Online]. Available: https://github.com/
networkedsystems/lora-ns3

signal is also added to the noise sources because we assume
that the gateways do not have full-duplex capabilities. In our
implementation, a gateway can track up to eight simultaneous
signals. This threshold is the maximal number of signals that
can be processed simultaneously by a gateway [21]. However,
we also check if a signal is being received correctly. If not,
we drop this signal and thus another additional new incoming
signal can be tracked.

B. Data Link Layer

Two different data link layers are implemented: one for
nodes and the other one for gateways.

1) Data Link Layer for Nodes (RSLoRaNetD): At this layer,
a node first needs to receive beacon messages. The RSSs of
these beacons are stored and averaged within a predefined
window to estimate the closest gateway. Then RSLoRaNetD
parses the content of the beacon from that gateway. In our
current implementation, a node listens to all beacons. If no
data is waiting to be transmitted, the node will sleep until the
next beacon. Otherwise, RSLoRaNetD executes Algorithm 1
to determine channel, SF, transmission power, and offset time
for transmission. Then it wakes up at the offset time and starts
transmitting with the determined parameters. Next, two receiv-
ing slots are reserved. RSLoRaNetD will listen to these slots
for an acknowledgment. If MAC commands are carried in this
acknowledgment, then they will be executed by RSLoRaNetD.
When a receiving slot overlaps with a beacon message, that
slot will be discarded. If the gateway does not acknowledge
a message, RSLoRaNetD will keep transmitting that message.
This is different from legacy LoRaWAN where the SF will
be increased incrementally. It is up to the application layer to
detect any failure in communication and act upon it.

2) Data Link Layer for Gateways (RSLoRaGwNetD):
While RSLoRaNetD is similar to ALOHA, the
RSLoRaGwNetD for gateways follows a strictly slotted
approach. RSLoRaGwNetD invokes RSLoRaGwPhy to listen
to the channel all the time. When an uplink message is
received, RSLoRaGwNetD reserves two slots for a poten-
tial downlink transmission. The message from the node,
including some transmission parameters, is forwarded to the
upper layers for further processing. Then RSLoRaGwNetD
starts a timer and waits for the decision from the upper
layers. When the timer expires and acknowledgments or
other data messages have arrived for the scheduled node,
RSLoRaGwNetD first checks if there are any incoming
messages on the current channel or any outgoing packets. If
the answer is negative, the message is transmitted. If another
message is currently being received, RSLoRaGwNetD will
try to avoid demolishing the incoming message by waiting
for 1 s and then transmitting the acknowledgment/message in
the next reception slot. Note that beacons will be scheduled
irrespective of the amount of uplink messages on the channel.
LoRa MAC commands are also added to the packets in
this layer. Currently, only the LinkAdrReq and LinkAdrAns
MAC commands are implemented. However, a base class
is provided that allows easy implementations of other MAC
commands.
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C. Application Layer

We also implement several applications for different objects:
LoRaApp for the nodes, LoRaSinkApp for the gateways, and
LoRaNetServer for the server that controls the whole network.

1) LoRaApp: This application is a dummy application that
creates configurable data and sends it to LoRaNetServer. It has
a configurable port to simulate different types of traffic. We
use this application at each node to simulate its behaviors.

2) LoRaSinkApp: This application runs at each gateway and
implements two functions.

1) Forward data received from the nodes to the backend
server.

2) Forward data from the backend server to the nodes.
LoRaSinkApp acts as the bridge between nodes and the
backend server. Therefore, it acts as a translator between
LoRaWAN messages and the common Internet traffic.

3) LoRaNetServer: This is the most intelligent application
that acts as the backend of RS-LoRa. For the packet trans-
mitted by a node, LoRaNetServer could receive the duplicated
packets from several gateways and selects the most suitable
gateway to acknowledge the corresponding node. It runs sev-
eral services, which are called apps here. Examples include
the power and SF allocation, as well as storing and forward-
ing of data to the correct remote destination. It is important
to mention that LoRaNetServer collects information about all
packets. This includes the RSSs of the packets at each gate-
way and their time of arrival. These information will be used
for the future lightweight scheduling.

For comparison, we also implement the legacy LoRaWAN
in NS-3. The PHY layer and application layer are identical
to what we implement for the proposed RS-LoRa. The data
link layer is different in the sense that no beacons are trans-
mitted and there is no lightweight scheduling. Only recently,
a similar implementation of legacy LoRaWAN is reported
in [22]. In this paper, we implement both RS-LoRa and legacy
LoRaWAN from scratch. The implementation details of legacy
LoRaWAN are omitted in this paper.

VI. PERFORMANCE EVALUATION

In this section, we first present the simulation setup and then
present the performance evaluations under different scenarios.

A. Simulation Setup

In total, four different scenarios are evaluated. These sce-
narios are discriminated by different number of gateways and
MAC protocols. The number of gateways is set to either one
or seven. The locations of the gateways are shown in Fig. 5.

1) Single-Cell Scenarios: We only use one gateway, i.e.,
only enable the gateway GW1. The investigated pro-
tocols are the legacy LoRaWAN and our proposed
RS-LoRa.

2) Multicell Scenarios: We use seven gateways, i.e., enable
all the gateways shown in Fig. 5 and increase the radius.
The investigated protocols are LoRaWAN and RS-LoRa.

The gateways are located at a height of 30 m, while the
nodes are placed one meter above the ground. Nodes transmit a
packet to the network server (via gateways) every two minutes.

Fig. 5. Location of the gateways in the simulation. The main gateway (GW1)
is placed in the middle, used in both single-cell scenarios and multicell sce-
narios. The six surrounding gateways are only used in multicell scenarios.
The gray circles mark the regions where the nodes are randomly distributed,
where “dark-gray” and light-gray mark the regions for single-cell and multicell
scenarios, respectively.

TABLE II
PARAMETERS SETUP IN THE SIMULATIONS

The nodes are distributed in the gray area (see Fig. 5). The
locations of the nodes follow Poisson distribution.4 We use the
Okunura–Hata model for urban areas together with Rayleigh
fading (Nakagamim model with default parameters) as the path
loss model. These models bring a high path loss. Therefore,
small LoRa cells are expected, being consistent to the reality
in urban areas where it is more likely to have small cells due
to the dense existence of LoRa gateways. Table II lists the
setup of other important parameters in the simulation.

Next, we present the details of the simulation results.

B. Single-Cell Scenarios

We first present the results under the single-cell scenarios.
1) Reliability and Scalability: We use PER to demonstrate

the performance of reliability and scalability. The evaluation
results of the PER under RS-LoRa and legacy LoRaWAN are
shown in Fig. 6. The simulation creates different number of
nodes (100, 500, 1000) for each scenario. From the results we
can first observe that at most of the distances, the PERs under
RS-LoRa are lower than those under LoRaWAN, especially
at cell edge. For example, when 1000 nodes are randomly
distributed in the network, RS-LoRa can reduce the PER from
43% to 29% at the cell edge. The reasons behind this are as
follows.

4Other distributions have also been considered, and the results are similar.
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Fig. 6. Evaluation results (packet error ratio) under the single-cell scenarios.
“RS-LoRa X” represents the scenario where there are X nodes in the network
and the used MAC protocol is RS-LoRa.

TABLE III
AVERAGE PERS UNDER RS-LORA AND LORAWAN

1) The lightweight scheduling in RS-LoRa can reduce the
capture effect by assigning different channels for nodes
that are at different distances from the gateway.

2) Nodes randomly select an SF from the allowed SFs to
reduce potential packet collisions.

This decrease of PER increases network reliability, which can
further improve the network scalability (i.e., given the same
threshold on PER, RS-LoRa can serve more nodes than legacy
LoRaWAN).

With less nodes in the network, for example 100 nodes,
the PER decrease achieved by RS-LoRa over LoRaWAN is
smaller. This smaller decrease is due to the fact that packet
collisions occur less in smaller networks (i.e., the probability
of having concurrent transmissions is low). Also, for nodes that
are close to the gateway, they suffer from a higher, albeit small,
packet error ratio in RS-LoRa. They see in an increase of col-
lisions since all nodes close to the gateway are using the same
channel, while in LoRaWAN, they could choose from three
different channels. Even though, our proposed RS-LoRa can
improve the overall network performance largely, compared to
legacy LoRaWAN. This claim can be supported by Table III
where we show the average PERs of the network under RS-
LoRa and LoRaWAN. We can observe that our RS-LoRa can
improve the PER by 19.8% on average when there are 1000
nodes, demonstrating RS-LoRa’s advantage of improving the
network reliability and scalability.

2) Throughput: We report the overall throughputs achieved
with RS-LoRa and LoRaWAN under different number of
nodes. The results are shown in Fig. 7. We observe that with
RS-LoRa, the network throughput can be increased from 2.2
to 2.5 Kb/s when there are 1000 nodes in the network. This is
because that RS-LoRa improves the network reliability. The
gain decreases when there are less nodes in the network.

Fig. 7. Evaluation results (throughput) under the single-cell scenarios.

Fig. 8. Evaluation results (fairness) under the single-cell scenarios.

3) Fairness: As presented in Section III, RS-LoRa can
reduce the capture effect by the proposed lightweight schedul-
ing. In the simulation, we also exploit this aspect by investi-
gating the fairness among nodes. The results are shown in
Fig. 8. Again, we observe that when there are a large number
of nodes in the network (e.g., 1000 nodes), we can improve
the network performance by increasing the fairness from 89%
to 99.6%, compared to the legacy LoRaWAN. This gain also
decreases when there are less nodes in the network.

C. Multicell Scenarios

We continue to present the results under multicell scenarios.
We consider the seven gateways as depicted in Fig. 5. Two
different number of nodes are simulated: 1000 and 3500 nodes.
Under each scenario, the nodes are randomly distributed in the
“light-gray” area of Fig. 5.

1) Reliability and Scalability: We also use PER as the
metric to demonstrate the system reliability and scalability.
Evaluation results are shown in Fig. 9. First, we can observe
that when there are more nodes in the network, i.e., 3500
nodes, RS-LoRa outperforms LoRaWAN at most of the dis-
tances. The gain is large especially at the cell edge, for
example, the PER can be reduced from 42% to 20% by RS-
LoRa when the nodes are 1400 m away from GW1. The reason
behind this has been explained in Section VI-B. Second, the
PER decreases when nodes are around 900 m away from GW1,
when the nodes are near gateways GW2, GW3, . . . , GW7.
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Fig. 9. Evaluation results (packet error ratio) under the multicell scenarios.
RS-LoRa X denotes the scenario where there are X nodes in the network and
the used MAC protocol is RS-LoRa.

Fig. 10. Evaluation results (throughput) under the multicell scenarios.

TABLE IV
AVERAGE PERS UNDER RS-LORA AND LORAWAN

It should be noticed that LoRaWAN performs better than
RS-LoRa when nodes are very close to the gateways, so in
between the gateways RS-LoRa performs better.

When there are less nodes in the network, e.g., 1000 nodes,
the PER performances under RS-LoRa and LoRaWAN are
similar. The reason has also been explained in the previous sec-
tion: there are few collisions when the number of nodes in the
network is small. In our multicell scenario, collisions are also
resolved by different gateways that could be reached. Overall,
our proposed RS-LoRa outperforms LoRaWAN, supported
by Table IV where the average PERs of the network under
RS-LoRa and LoRaWAN are presented. RS-LoRa improves
the PER by 20.7% on average in a network with 3500
nodes, demonstrating RS-LoRa’s advantage on improving the
network reliability and scalability of LoRaWANs.

2) Throughput: Fig. 10 shows the evaluation result of
throughput under multicell scenarios. Similar to the result of
reliability, the throughput under RS-LoRa outperforms that
under LoRaWAN due to less packet collisions.

Fig. 11. Evaluation results (fairness) under the multicell scenarios.

(a) (b)

Fig. 12. PER in a network where both RS-LoRa nodes and legacy LoRaWAN
nodes communicate with the same gateway (single-cell). (a) Coexistence in
one network (“RS-LoRa 50%” and “LoRaWAN 50%,” respectively, represent
that 50% of the total nodes run the RS-LoRa protocol and the LoRaWAN
protocol). (b) Comparison with: 1) all nodes run RS-LoRa (“RS-LoRa 100%”)
and 2) all nodes run LoRaWAN (LoRaWAN 100%). “Coexistence”: (average
PER of) RS-LoRa 50% + LoRaWAN 50%.

3) Fairness: The evaluation results of the fairness are
shown in Fig. 11. We can observe that RS-LoRa brings higher
fairness. For example, when there are 3500 nodes served by
the multiple gateways, this fairness under LoRaWAN can be
increased from 95% to 99.6% by RS-LoRa.

D. Backward Compatibility

Experiments are also carried out to show the proposed RS-
LoRa’s backward compatibility with legacy LoRaWAN. In the
experiments, 500 nodes are randomly distributed around the
central gateway GW1 (single-cell). Half of these nodes runs
the legacy LoRaWAN protocol while the other half runs our
proposed RS-LoRa protocol. The results of the PER perfor-
mance in this coexisting network are shown in Fig. 12(a). We
observe that the PER of RS-LoRa nodes is higher than that
of LoRaWAN nodes. This is due to that RS-LoRa nodes use
the transmission power and SFs guided by the gateway for
an optimized global network performance. LoRaWAN nodes,
however, are not restricted by these guideline and can choose
the best configurations to suit their own needs. Thus, RS-
LoRa messages are more prone to have collisions, especially
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with LoRaWAN nodes closer to the gateway. Moreover, the
results demonstrate an interesting property of the proposed
RS-LoRa: it is not aggressive when sharing the medium with
other ALOHA access technologies in the same band. This
shows as well that RS-LoRa is adaptive to realistic situations
and as a hidden effect, does not degrade the performance of
LoRaWAN when coexisting but in the contrary limiting its
own capabilities to not interfere with LoRaWAN.

As a result, we also present the comparison of this coexis-
tence scenario with scenarios when all the nodes run RS-LoRa
or LoRaWAN, as shown in Fig. 12(b). We can clearly observe
that at most of the positions the global network performance
is indeed improved with the existence of RS-LoRa nodes. The
extreme case is when all the nodes run the RS-LoRa protocol.

For the full convergence between legacy LoRaWAN nodes
and RS-LoRa nodes, it is also interesting to see how legacy
LoRaWAN Class B devices could be implemented with the
proposed RS-LoRa. Many similarities can be found between
RS-LoRa and the class B specifications. Their beacons both
provide time and location information albeit that RS-LoRa
shrinks this information to a minimum. However, since the
default channel is not touched in RS-LoRa, the class B nodes
could run as specified in the LoRaWAN specifications, or
their beacons could be replaced by the proposed beacons of
RS-LoRa. In the latter case, a translation layer needs to be
designed to translate the data to the more elaborated data of
the legacy beacons. Also, the timings need to be changed. The
interval between class B beacons should then be 3Ts, where
Ts is the duration of a subframe.

VII. CONCLUSION

This paper designed, implemented, and evaluated RS-LoRa,
a novel MAC protocol to improve reliability and scalability of
LoRaWAN. A two-step lightweight scheduling was proposed
to divide nodes into groups where similar transmission powers
are used in each group to reduce the capture effect. The nodes
were guided by the gateway’s coarse-grained scheduling to use
different SFs to enable simultaneous transmissions and thus
reduce packet collisions. As shown by our simulation in NS-3,
RS-LoRa improved the performance of the legacy LoRaWAN
in terms of packet error ratio, throughput, and fairness with a
reasonable energy efficiency. Our results also show that RS-
LoRa can coexist with legacy LoRaWAN nodes due to the
fairness mechanism provided in RS-LoRa. Going forward, we
will continue to optimize the network performance and energy
consumption of RS-LoRa.
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