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Abstract
In this paper, an analysis on hybrid Discrete Wavelet Transform (DWT) and Singular Value 
Decomposition (SVD) for image watermarking is carried out to investigate the effect of a 
deeper level of the SVD on imperceptibility and robustness to resist common signal pro-
cessing and geometric attacks. For this purpose, we have designed two hybrid watermark-
ing schemes, the first one with DWT and first level of SVD, whereas, in the second scheme, 
the same design is employed with a second level of SVD. In this experiment, a comprehen-
sive analysis is performed on the two designed schemes and the effect of robustness and 
imperceptibility is compared in the first and second levels of SVD in each DWT sub-band. 
Having analyzed more than 100 medical and non-medical images in standard datasets and 
real medical samples of patients, the experimental outcomes show a remarkable increase 
in both imperceptibility and robustness in the second level of SVD, in comparison to the 
first level. In addition, the achieved result shows that the SVD2 scheme offers the highest 
imperceptibility in the LL sub-band (more than 60 dB on average PSNR), with satisfac-
tory robustness against noise attacks, but less persistence in some geometric attacks such 
as cropping. For the HH sub-band, strong robustness against all types of tested of attacks 
is obtained, though its imperceptibility is slightly lower than the achieved PSNR in the 
LL sub-band. In HH sub-band, an average growth of 5 dB in PSNR and 2% in NC can be 
observed from the second level of SVD in comparison to the first level. These results make 
SVD2 a good candidate for content protection, especially for medical images.

Keywords Hybrid image watermarking · DWT · SVD1 · SVD2 · Security · Robustness · 
Imperceptibility

 * Tanya Koohpayeh Araghi 
 tkoohpayeharaghi@uoc.edu

1 Internet Interdisciplinary Institute (IN3), Universitat Oberta de Catalunya (UOC), Barcelona, 
Spain

2 CYBERCAT-Center for Cybersecurity Research of Catalunya, Barcelona, Spain

http://orcid.org/0000-0002-1391-7657
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-023-15554-z&domain=pdf


3896 Multimedia Tools and Applications (2024) 83:3895–3916

1 3

1 Introduction

Nowadays, the necessity of copyright protection in digital media has led to a massive 
growth in the field of digital watermarking, where researchers are motivated to devise inno-
vative solutions for ownership protection [7, 38].

However, facing signal processing manipulations are inevitable, because of the influ-
ence of noise and destructive signals from the communication channels and the medical 
devices. Particular care must be taken to ensure the robustness of the embedded watermark 
against such attacks to attain the required functionalities in the target applications [15, 50].

For medical images, regarding applications such as tele-radiography, in which these 
images are being transferred on electronic networks, the watermarked images must be 
robust against the noise stemming from the transmission channel [8].

Digital image watermarking is defined as embedding secret symbols (known as water-
mark) into the digital media for copyright protection and authentication verification [9, 20, 
42, 43]. The watermark should be imperceptible, so that the end user cannot perceive any 
visual effect from the watermarked image. Although the watermark image is not supposed 
to degrade the quality of the content, a little degradation is acceptable in some applications 
in order to achieve high robustness or low cost [3, 17, 27].

The watermarked image should be robust meaning that it should be impossible to 
remove without serious damage to the image itself, and it should resist a wide range of 
attacks [12]. In addition, the watermark must not be recovered or even altered without a 
secret key [37]. In designing a watermarking scheme, four essential properties, namely 
imperceptibility, robustness, capacity and security, should be taken into consideration. 
However, according to the application, some of these properties can be more prioritized [7, 
24, 32].

Considering all the above issues, we designed and implemented two hybrid Discrete 
Wavelet Transform and Singular Value Decomposition (DWT + SVD) schemes in the first 
and second levels of SVD in order to investigate the performance of each scheme.

The second level of SVD is a novel idea which was proposed for the first time in our 
previous work [14]. But, So far, a full investigation and analysis to show the performance 
of this technique in comparison to traditional SVD, has not been performed especially 
when this technique is combined with DWT. The importance of this comparison and analy-
sis stems from the need of designing high performance watermarking schemes with less 
computational complexity and maximum imperceptibility and robustness. In this paper, we 
investigate the effect of a deeper level of SVD on the performance of hybrid DWT + SVD 
schemes and present the results of this comparison to employ high quality watermarking in 
order to reduce the computational burden and save resources, with minimum use of aux-
iliary techniques, such as artificial intelligence, genetic algorithm, or any other technique.

For this purpose, we have designed and implemented the two proposed schemes under 
the same processor, CPU speed, memory and similar methodologies with identical cover 
and watermark images. Moreover, this comparison is analyzed for all four DWT sub- bands 
in both types of medical and typical images. Then, the robustness of both schemes are 
tested by applying 11 most prevalent attacks including geometric and signal processing 
attacks to show the effectiveness of a deeper level of SVD in image watermarking for con-
tent and copyright protection.

The rest of the paper is organized as follows. In Section 2, we mentioned some state 
of the art techniques using DWT and SVD. In Section  3, theoretical background and 
essential definitions related to the proposed schemes are described. Section 4 defines the 
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methodology that has been employed for the two SVD 1 and SVD 2 schemes. In Section 5, 
the experimental results and an inclusive assessment for both schemes are presented. Sec-
tion 6 analyzes and evaluates both schemes in comparison with several other hybrid DWT 
and one level SVD schemes, and discusses the results. Finally, Section 7 presents the con-
clusions and future work.

2  Literature review

Today duo to easy use of the ubiquitous media such as mobile phones or through the social 
media many people transfer various types of data such as video, audio and images or text to 
circulate news over the Internet. This data can be manipulated with no trouble using a num-
ber of accessible software. Steganography and watermarking are two important approaches 
to provide hidden communication [23]. Some researchers proved data authentication and 
integrity using steganography [18, 19, 35, 36]. However, in this research our focus is on the 
watermarking techniques.

The classification of digital watermarking schemes can be carried out in various ways. 
One of them is based on the domain in which the watermark is embedded. In terms of 
domain, image watermarking schemes can be classified as either spatial or transformed 
domain. The simplicity in implementation and low cost of the operations are two impor-
tant properties of the spatial domain techniques, but the drawback of this approach is low 
robustness against signal processing and geometric attacks. Instead, transformed domain 
techniques are usually employed for robust watermarking to ensure resistance of the water-
marked image against the mentioned attacks [13, 39, 40]. Several examples of transformed 
domain techniques are the Discrete Cosine Transform (DCT), Singular Value Decomposi-
tion (SVD), Discrete Wavelet Transform (DWT) and Discrete Fourier Transform (DFT). 
Later on, the DWT and the SVD techniques that are used for the proposed schemes are 
discussed in detail.

Amongst these techniques an optimum resistance against attacks has been achieved by 
hybrid DWT and SVD techniques [16, 28, 29, 34, 48]. Hence, we focus on the combination 
of these two techniques in the literature review. Ahmadi et al. [2] proposed a blind dual 
watermarking scheme for the purpose of copyright protection as well as image authentica-
tion. The authors embedded two types of fragile and robust watermark in color images. In 
order to achieve an optimum balance between imperceptibility and robustness they used 
particle swarm optimization (PSO) technique. The importance of this research is on pre-
serving both image integrity and robustness which proves the novelty of the author’s idea 
that can be appropriate for some applications such as fake news detection. However, the 
resistance of the scheme against image compression needs to be enhanced.

Zeng et al. [51], proposed a hybrid watermarking scheme using Non-sub sampled Con-
tourlet Transformation (NSCT), to find low frequency sub-bands. The authors used DWT 
in the second level in the low frequency sub-band stemming from the previous step and 
performed SVD on each block of low frequency sub-band of DWT. This scheme shows 
a good balance between imperceptibility and robustness. However, the capacity of the 
scheme needs to be improved.

Wang and Zhao [49], proposed a scheme using a global optimization algorithm named 
Wang–Landau (WL) sampling to find the best embedding coefficients to hide information 
on three level DWT and SVD transform. Experimental results prove the appropriateness of 
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the scheme against attacks with a high PSNR. Nonetheless, the robustness for histogram 
equalization, gamma correction and rotation attacks needs to be improved.

Aree et  al. [34] proposed an enhanced zigzag technique for improving imperceptibil-
ity using HL and HH sub-bands of 2 level DWT decomposition and SVD transform. The 
scheme shows better efficiency than typical zigzag techniques, but it needs to be enhanced 
in terms of reducing the computational time and cost.

All mentioned schemes used additional techniques to make a balance between imper-
ceptibility and robustness, which impose a burden on the computational cost and complex-
ity of the algorithm. Using 2 levels of SVD can compensate for the additional techniques 
to achieve an optimum balance between imperceptibility and robustness. In the following 
the theoretical background is explained in order for better understanding of the proposed 
schemes.

3  Theoretical background

In this section we briefly explain the fundamental techniques used in designing the pro-
posed schemes namely Discrete Wavelet Transform (DWT), and Singular Value Decom-
position (SVD). The calculation of the second level of SVD is described in Section  4 
(methodology).

3.1  Discrete wavelet transform (DWT)

Wavelet transform is known as a fundamental tool in watermarking and image process-
ing applications due to its remarkable energy compaction properties [4, 25, 44, 48]. DWT 
is a multipurpose mathematical transform which splits an image into four frequency sub-
bands based on small waves with varying frequencies and limited periods. For each level 
of decomposition in DWT, a lower resolution of approximation component (LL) and three 
other corresponding detail components like horizontal (HL), vertical (LH) and diagonal 
(HH) are represented [1, 21, 22, 45].

By transforming an image using wavelets, most of the information will be located in the 
LL sub-band. Therefore, this sub-band is known as the approximate image. The other sub-
bands include some details like the edges and textures of the original image. For example, 
LH keeps the majority of the vertical features of the image related to the horizontal edges, 
whereas HL contains horizontal detail of information corresponding to the vertical edges. 
The LL sub-band can be decomposed again into further levels of decompositions until the 
ideal required level by the application is achieved [10, 26].

A watermark can be any information represented with a sequence of bits to be embed-
ded in the host or cover image. In different works, the watermark itself is another image, 
e.g. a logotype usually smaller or at the same size of the cover. In such case, it is referred as 
the watermark image. The watermark image can be embedded in every frequency sub-band 
of the DWT as a low-power noise enjoying the multi resolution technique. If it is embed-
ded into the high frequency sub-bands, it will affect the imperceptibility of the watermark, 
because the values of the coefficients in the HH sub-band are typically small. On the other 
hand, low frequency sub-bands contain higher values that make it possible to embed the 



3899Multimedia Tools and Applications (2024) 83:3895–3916 

1 3

watermark bits (or pixels) more imperceptibly. Figure 1 represents the values of an image 
in each frequency sub-band after one level Haar wavelet decomposition.

3.2  Singular value decomposition (SVD)

SVD is defined based on the theorem of linear algebra confirming that a rectangular 
matrix A can be decomposed into three matrices, an orthogonal matrix U, a diagonal 
matrix S and the transpose of an orthogonal matrix V. In other words, a digital image 
can be shown as nonnegative scalar elements of a matrix. Let A be a rectangular m × n 
matrix (m ≥ n), then according to SVD, the decomposition can be written as follows:

where UUT = Im and VVT = Imn,VVT = Inm, the columns of U are orthonormal eigenvectors 
of AAT, the columns of V are orthonormal eigenvectors of ATA, and S is a diagonal matrix 
including the square roots of the eigenvalues of U or V in descending order. In case of hav-
ing r (r ≤ n) as the rank of the matrix A, the elements of the diagonal matrix S are shown 
based on Expression (2) and the matrix A is represented as in Expression (3):

where uk and vk are the k-th eigenvectors of U and V respectively, and σk is the k-th 
singular value [5, 30].

There are some benefits in using singular value decomposition in digital image 
watermarking. The first one is the lack of requiring a fixed size memory; since it can 
be represented by a rectangle or a square. Secondly, the SVD transform improves the 
precision and reduces the memory restriction. Thirdly, in case of embedding a water-
mark image, the singular values of the host image are affected to a lower extent.

The larger singular values preserve most of the energy of an image as well as resist-
ing against signal processing and geometric attacks. The singular values represent the 
luminance of an image layer whilst the succeeding pair of singular vectors represents 
the geometry of the image layer [28, 33, 46].
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Fig. 1  New values of an image after Haar DWT decomposition
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4  Methodology

In SVD decomposition, the largest singular values carry most of the energy of the 
image; hence, embedding a watermark into these coefficients results in a robust water-
marked image. Inspired by this idea, we have designed and implemented our hybrid 
watermarking schemes, one, a hybrid scheme in the second level of SVD, and another 
with only one level of SVD, to investigate the robustness and the imperceptibility of the 
watermarked images for both schemes. In one scheme, the host image is transformed 
using DWT and one level of SVD to embed the watermark image in the singular values 
of the host image using all four DWT sub-bands. The other scheme uses two levels of 
SVD in such a way that, firstly, the host image is decomposed by DWT and each sub-
band of it, is divided into non-overlapping n × n matrices, then SVD is applied on each 
n × n blocks to collect all largest singular values located in S (1, 1) of each block in a 
separate matrix in order to hide the watermark in the singular values of this matrix, after 
applying the second level of SVD. We denote “SVD2” as the use of a second level of 
SVD, whereas “SVD1” refers to a single level of the SVD.

The feasibility of implementing SVD2 is tested and verified in [29] , and the value 
of n for image blocking is selected as 16, whereas the reason of this selection is pro-
vided in [11]. Finally, a pre-processing step is performed on the watermark image in 
both schemes in order to repeat the watermark redundantly, so that the sizes of both 
watermark and host images become equal. In the sequel, the details of embedding and 
extraction of each scheme are discussed.

Our effort is to analyze the efficiency of SVD1 and SVD2. Therefore, these two 
schemes are designed and implemented based on approximate matching algorithms, 
such as watermark preparation and embedding, with the same resources like memory 
and CPU speed. The embedding and extraction flowcharts for both schemes are shown 
in Figs. 2 and 3, respectively. Next, the details of each implementation are discussed.

4.1  Embedding the watermark in SVD1

In both proposed schemes, before embedding the watermark a preprocessing is done 
on the watermark image. Here the watermark size is 64 × 64 and the cover size is 
1024 × 1024. The preprocessing makes a redundant watermark image with exactly the 
size of the cover as it is shown in Fig. 2. Then, one level DWT and consequently SVD 
is exerted in both cover and watermark images. Afterwards, the singular matrix  Sw from 
the watermark is added to singular matrix S from the cover image using a scaling factor. 
Finally, reverse SVD and reverse DWT is performed to produce the watermarked image.

Figure 2 shows the process of embedding watermark in SVD1 and SVD2. In this fig-
ure, the watermark is assumed to be an image. However, in the general case, it might be 
any binary sequence. This does not affect the generality of the proposed approach.

The left side of this figure is assigned to explain watermark embedding in SVD1.
The embedding process in SVD1 consists of the following steps:

Step 1: Repeat the watermark redundantly to be matched to the size of the host image.
Step 2: Apply one level DWT to the host and watermark images (if the watermark is not 

an image, only to the host image).
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Step 3: Apply one level SVD to each sub-band of the DWT decomposition (for both the 
host and the watermark images) on the previous step.

Step 4: Perform watermark embedding according to the following formula, where α is 
a scaling factor, SH are the singular values of the host image, and W is the watermark 
(image):

Note that W is a general definition of the watermark which can be everything not nec-
essarily an image. In our implementation we considered singular values of the watermark 
 (SW) as W in Eq. 4.

Step 5: Perform ISVD with the new singular values of the previous step.

(4)S
� = S

H
+ �.W

Fig. 2  Comparison of two schemes in watermark embedding: (Left). DWT + SVD1, (Right). DWT + SVD2
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Step 6: Perform IDWT on each sub-band.

Similar to the embedding of the watermark in SVD1, the embedding process for the 
SVD2 scheme is shown on the right side of the Fig. 2.

4.2  Embedding watermark in SVD2

The embedding process for SVD2 is shown in the right side of Fig. 2. This process consists 
of the following steps:

Fig. 3  Comparison of two schemes in watermark extraction: (Left). DWT + SVD1, (Right). DWT + SVD2
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Step 1: Repeat the watermark redundantly to be matched to the size of the host image.
Step 2: Apply one level DWT to the host and watermark images.
Step 3: Divide each sub-band of DWT into 16 × 16 non-overlapping blocks.
Step 4: Perform SVD to each block of the pervious step.
Step 5: Collect the highest energetic parts of each block (located on S (1, 1) of each block) 

on a separate matrix for both the host and watermark images, denoted as the matrix OH, 
and the matrix OW, respectively.

Step 6: Perform a second SVD on the matrices OH and OW:

Step 7: Perform watermark embedding according to Eq. (6), where α is scaling factor,  SOH 
are the singular values of matrix  OH from the host image while  SOW are the singular 
values of the matrix  OW from the watermark:

Step 8: Apply ISVD on the mentioned matrix:

Step 9: Replace the elements S (1, 1) of each 16 × 16 block with the corresponding ele-
ments of OH’ for all DWT sub-bands.

Step 10: Apply the ISVD on each block with the new values of singular values stemming 
from the previous step.

Step 11: Apply IDWT on each sub-band.
Step 12: According to mentioned embedding processes, with identical algorithm in both 

schemes, SVD2 has 4 steps more than SVD1. We try to understand the effect of these 
four steps on imperceptibility and robustness of the schemes. These results are analyzed 
in Section 5.

4.3  False positive and false negative prevention

SVD-based watermarking schemes are generally vulnerable against false positive attack 
which is defined as the ability of the attackers to inject their fake U and  VT singular vectors 
to be multiplied with the obtained S singular values in order to elaborate their own water-
mark from the watermarked image. To neutralize the effect of such attack, we have used 
the authentication system described in [14] and [11] in which the singular vectors U and 
V are hashed with the aid of a secret key in the sender side, then, in receiver side before 
extracting the watermark, the user will send the hash values of his U and V. If the hash 
values sent by the user are equal to the original hash values of these vectors, the extrac-
tion permission is given to user. Otherwise, the user is identified as an unauthorized user 
and the permission of watermark extraction is not granted. Moreover, by inspiring from 
authors in [31] a digital signature stemming from hashing of the whole watermark is cre-
ated to be hidden in the watermarked image such that granting extraction permission to the 
user is dependent on the combination of the output of this digital signature and the correct-
ness of the hash values of U and V.

(5)
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4.4  Extracting watermark in SVD1

The process of watermark extraction for both schemes is shown in Fig. 3. The left side of this 
figure is assigned to the watermark extraction in SVD1 scheme. In order to extract watermark 
in SVD1 scheme, the subsequent steps need to be performed:

Step 1: Apply DWT to the (presumably) watermarked image W* which is subjected to 
attacks.

Step 2: Apply the SVD to each sub-band of DWT stemming from the previous step.
Step 3: Compute S∗

W
 using the following Equation:

Step 4: Multiply S∗
W

 by UW and VT
W which are given to the authorized user as secret keys.

Step 5: Apply IDWT to each sub-band.
Step 6: The redundant watermark is achieved now which needs a reverse calculation of 

step 1 of the embedding process to obtain the watermark with its original size. Note 
that we did not consider blindness in the algorithms because we just aimed to compare 
SVD1 and SVD2 under similar circumstances.

The details of the extraction watermark in both SVD1 and SVD2 are shown in Fig. 3.

4.5  Extracting watermark in SVD2

The details of the extraction watermark in SVD2 is shown in the right side of Fig. 3. The 
extraction for this scheme is described as below:

Step 1: Apply DWT to the (presumably) watermarked image.
Step 2: Divide each DWT sub-band into non overlapping 16 × 16 blocks.
Step 3: Apply SVD to each block.
Step 4: Collect S′*(1, 1) of each block on a separate matrix O′*.
Step 5: Apply SVD to this matrix.
Step 6: Achieve S*OW using the following expression where α is the scaling factor, and SH 

is the singular values of the host image (matrix OH is given to the authorized user):

Step 7: Multiply S*OW by UOW and VT
OW to achieve matrix O*W, carrying the high energetic 

parts of the singular values of each block from the watermark image.
Step 8: Replace each element of O*W matrix by S (1, 1) of each 16 × 16 corresponding 

blocks of the matrixes in all DWT sub-bands.
Step 9: Apply ISVD to each block of four DWT sub-bands.
Step 10: Apply IDWT on each sub-band.
Step 11: The redundant watermark is obtained, which needs a reverse calculation following 

Step 1 in the embedding process to recover the watermark in its original size.

(8)S
∗
W
=
(

S�∗ − S
H

)

∕�

(9)
SO

∗
W
=
(

S�∗
O
− S

OH

)

∕�
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5  Experimental results and analysis to compare two schemes

In this section experimental results are presented for two samples of images, one medical 
image X-Ray of size 1024 × 1024 and one non-medical image Baboon of size 512 × 512, 
as shown in Fig.  4. The original watermark image is Cameraman 64 × 64. All medical 
images are real samples of patients taken from “http:// radio pedia. org/ encyc loped ia/ cases/”. 
This database has a variety of samples of real medical cases with the different modalities 
of MRI, CT and X-RAY [41]. Non-medical (typical) samples of images are taken from 
USC-SIPI image database with the address “http:// sipi. usc. edu/ datab ase” [47]. Based on 
the explained embedding and extraction algorithms detailed in Section 4, the experimental 
results for two schemes are shown and compared in each peer sub-band.

5.1  Test of imperceptibility

In this test, the PSNR of the watermarked images for both SVD1 and SVD2 schemes in two 
medical and non-medical samples are illustrated. Table 1 shows the comparison of imper-
ceptibility for the medical image X-ray in the proposed SVD1 and SVD2 for each peer DWT 
sub-band, while Table 2 shows the same comparison for non-medical image Baboon.

As it is shown in these tables, the difference of PSNR in both medical and non-medical 
images between SVD1 and SVD2 in LL sub-band is more than 10 dB. In addition, there is 
a good range of imperceptibility for both schemes in this sub-band. In the LH and HL sub-
bands, the difference of SVD1 and SVD2 is decreased to 4 dB. Again, in the HH sub-band, 
this difference is increased to 5 dB in each image type. SVD2 offers superior imperceptibil-
ity in terms of PSNR in all DWT sub-bands in comparison to SVD1.

Fig. 4  Sample of tested images: a, b X-Ray and Baboon as host images c cameraman as watermark

Table 1  Comparison of PSNR in 
SVD1 and SVD2 for X-RAY 

Difference of 
SVDs

X-RAY 

LL HL LH HH

SVD1 53.6056 39.1522 40.3121 41.3604
SVD2 65.5593 43.5478 44.697 46.9879

http://radiopedia.org/encyclopedia/cases/
http://sipi.usc.edu/database
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5.2  Test of security

According to Section 4.3, the watermark extraction permission is only given to the author-
ized parties. As a result, both false positive and false negative effects can be detected and 
prevented. In this test, we considered a scenario in which attacker tries to extract his own 
watermark by injecting the fake U and V matrices. As it has been shown in Fig.  5, the 
extraction permission is denied to be given to the attacker. Figure 5 shows the result of our 
authentication system to the unauthorized user.

5.3  Test of payload

As mentioned before, the original size of the watermark is 64 × 64 but in the preprocess-
ing phase we increased it redundantly to reach to the size of the cover image. Moreover, an 
eight bit digital signature is hidden to the host to prevent the false positive effect.

5.4  Test of robustness

In order to show the ability of the watermarked image to withstand against signal pro-
cessing and geometric attacks, the watermarked image is exposed on the most recog-
nized attacks mentioned in Tables 3 and 4, and the corresponding results are shown for 
both SVD1 and SVD2 schemes for each of medical and non-medical samples in their 
peer DWT sub-bands. The difference of robustness between both schemes is proved by 
showing the visual effect of running 11 types of attacks including 192 images in Tables 3 
and 4.

For more clarification, the result of the robustness test in LL sub-band for both X-Ray 
and Baboon is colored with green. Also, for tangibly showing the variations of robustness 
between SVD1 and SVD2 all results taken from SVD1 are shown in the brighter colors 
while results taken from SVD2 are shown in darker colors of green for LL and red for HH 
sub-bands.

Looking in Table 3, it can be clearly seen that, in the LL sub-band (green district), both 
schemes show a good range of robustness against noise attacks such as Gaussian, Speckle, 
Salt and Pepper and, also, filtering attacks such as Average and Median filtering. The 

Table 2  Comparison of PSNR in 
SVD1 and SVD2 for BABOON

Difference of 
SVDs

BABOON

LL HL LH HH

SVD1 61.8291 39.3697 40.388 41.3954
SVD2 77.6624 43.5377 44.84 46.9441

Fig. 5  Result of false positive test in both SVD1 and SVD2
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smoothness of the extracted watermark in SVD2 in comparison to SVD1 is quite clear in 
the figures for mentioned attacks. On the contrary, except Scaling attack, the watermark 
image cannot be extracted properly under Gamma Correction, Compression, Rotation, His-
togram Equalization and Cropping attacks in both schemes at the LL sub-band.

For Crop ¼, negative sign for NC can be observed for SVD1 in the X-ray image. It 
happened because the watermark is extracted similar to a negative film in which the 
dark colors are changed to bright colors and conversely the light colors are changed to 
the dark colors. That is why the negative amount is achieved for SVD1 in LL sub-band. 

Table 3  Comparison of robustness between SVD1 and SVD2 in LL and HH sub-bands for medical and 
non-medial image

Attacks & 
Achieved 

NC 

LL Sub-band, Cover: X-ray 
(1024*1024)

LL Sub-band, Cover: Baboon 
(512*512)

HH Sub-band, Cover: X-
ray (1024*1024)

HH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

No attack

NC 1 1 1 1 1 1 1 1

GAUSSIA
N 0.01

NC 0.8829 0.9954 0.9375 0.997 0.9548 0.9855 0.9716 0.9929

Average 
Filtering

3*3

NC 0.9944 0.9967 0.8548 0.9953 0.9995 0.9999 0.9753 0.9929

Attacks & 
Achieved 

NC 

LL Sub-band, Cover: X-ray 
(1024*1024)

LL Sub-band, Cover: Baboon 
(512*512)

HH Sub-band, Cover: X-
ray (1024*1024)

HH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

CROP 1/4

NC -0.2806 0.6258 0.223 0.6809 0.9993 0.9997 0.9697 0.9915

Salt
&Pepper

0.01

NC 0.982 0.9976 0.9914 0.9956 0.9861 0.9928 0.9965 0.9985

SCALING

512-256-
512

NC 0.9943 0.9969 0.9338 0.9965 0.9993 0.9997 0.9699 0.9916
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In general, correlation coefficients express the strength of the linear relationship among 
two variables, x and y (here, x indicates as the original watermark and y indicates as 
extracted watermark). It can be changed between −1 to 1. When this linear correlation 
coefficient is greater than zero, a positive relationship is designated, while achieving a 
value that is minus signifies a negative relationship. A zero value indicates there is no 
relationship between the variables.

A good robustness can be achieved usually with the normalized correlation (NC) 
more than 0.8000. In LL sub-band (green area), the amount of NC for the mentioned 

Table 3  (continued)
Attacks & 
Achieved 

NC 

LL Sub-band, Cover: X-ray 
(1024*1024)

LL Sub-band, Cover: Baboon 
(512*512)

HH Sub-band, Cover: X-
ray (1024*1024)

HH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

Histogram 
Equalizatio

n

NC 0.8657 0.2521 0.321 0.2038 0.9984 0.9995 0.9761 0.9944

SPECKLE 
0.01

NC 0.9843 0.997 0.9847 0.9968 0.9913 0.9974 0.9965 0.999

MEDIAN
3*3

NC 0.9927 0.9966 0.9007 0.9849 0.9995 1 0.9854 0.9956

Attacks & 
Achieved 

NC 

LL Sub-band, Cover: X-ray 
(1024*1024)

LL Sub-band, Cover: Baboon 
(512*512)

HH Sub-band, Cover: X-
ray (1024*1024)

HH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

Rotation 50

NC 0.1054 0.5171 0.3269 0.6087 0.9995 0.9998 0.9929 0.9971

Gamma 
Correction 

0.5

NC NAN NAN NAN NAN 0.9992 0.9997 0.9629 0.9886

Compressio
n 50%

NC NAN NAN NAN NAN 0.9993 0.9998 0.977 0.9934
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attacks are less than 0.7, and it means that both techniques in LL sub-band are unsuc-
cessful to withstand against Gamma Correction, Compression, Rotation, Histogram 
Equalization and Cropping attacks while a good performance to resist against the rest of 
6 attacks is shown in Table 3.

In the HH sub-band, as it is shown in the red area, the watermarked image is highly 
robust against all range of examined attacks while SVD2 in darker red areas is more robust 
than SVD1 in brighter red areas for all of the attack types. The figures can clearly show this 
claim.

Table 4  Comparison of robustness between SVD1 and SVD2 in HL and LH sub-bands for medical and 
non-medial image

Attacks & 
Achieved 

NC 

HL Sub-band, Cover: X-ray 
(1024*1024)

HL Sub-band, Cover: 
Baboon (512*512)

LH Sub-band, Cover: X-
ray (1024*1024)

LH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

No attack

NC 1 1 1 1 1 1 1 1

GAUSSIA
N 0.01

NC 0.9685 0.9911 0.9805 0.9967 0.9626 0.9894 0.9884 0.9973

Aerage 
Filtering

3*3

Attacks & 
Achieved 

NC 

HL Sub-band, Cover: X-ray 
(1024*1024)

HL Sub-band, Cover: 
Baboon (512*512)

LH Sub-band, Cover: X-
ray (1024*1024)

LH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

NC 0.9955 0.9987 0.9754 0.9917 0.9984 0.9999 0.935 0.9796

CROP 1/4

NC 0.9946 0.9976 0.969 0.9867 0.9973 0.9986 0.9174 0.9764

Salt &
Pepper 0.01

NC 0.9915 0.9961 0.998 0.9995 0.9898 0.9947 0.999 0.9994

SCALING

512-256-
512

NC 0.9954 0.9983 0.9667 0.9865 0.9977 0.9989 0.9121 0.9745
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Comparing robustness in LL and HH for both schemes, our observation shows that for 
both proposed schemes in medical and non-medical images the extracted watermark is 
robust for all types of attacks while extracted watermarks in SVD2 shows even a better NC 
which indicates more efficiency for SVD2 scheme in comparison to SVD1. Overall consid-
eration, HH sub-band is offering better robustness and resistance against signal processing 
and geometric attacks. However, for some attacks, like Gaussian noise or Average filtering, 
this superiority in robustness will be greater in the LL sub-band only for the SVD2 scheme.

Table 4  (continued)
Attacks & 
Achieved 

NC 

HL Sub-band, Cover: X-ray 
(1024*1024)

HL Sub-band, Cover: 
Baboon (512*512)

LH Sub-band, Cover: X-
ray (1024*1024)

LH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

Histogram 
Equalizatio

n

NC 0.9878 0.9946 0.9574 0.9882 0.9934 0.9948 0.9228 0.9847

SPECKLE 
0.01

NC 0.9949 0.9992 0.9978 0.9996 0.9937 0.9984 0.999 0.9995

MEDIAN
3*3

NC 0.9955 0.999 0.9831 0.9928 0.9981 0.9996 0.9596 0.9904

Attacks & 
Achieved 

NC 

HL Sub-band, Cover: X-ray 
(1024*1024)

HL Sub-band, Cover: 
Baboon (512*512)

LH Sub-band, Cover: X-
ray (1024*1024)

LH Sub-band, Cover: 
Baboon (512*512)

SVD1 SVD2 SVD1 SVD2 SVD1 SVD2 SVD1 SVD2

Rotation 50

NC 0.9949 0.9981 0.9905 0.9945 0.9978 0.9991 0.9475 0.981

Gamma 
Correction 

0.5

NC 0.9922 0.9961 0.9251 0.9731 0.9959 0.9976 0.8498 0.9633

Compressio
n 50%

NC 0.9972 0.9995 0.9921 0.9974 0.9986 0.9996 0.9635 0.9865
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In Table  4, the robustness of the proposed schemes in the HL and LH sub-bands is 
investigated. Similar to Table 3, the result of robustness in the HL sub-band is shown in 
green color. All SVD1 results are shown in bright green, whereas SVD2s are shown in dark 
green for better clarification. The same order of coloring is taken into consideration for the 
LH sub-band but with red color.

In the HL sub-band (the green area), for both medical and non-medical images, SVD2 
shows superior robustness than the SVD1 scheme. As illustrated in the figures, the vertical 
noise in the extracted watermark in both schemes can be clearly seen but, in SVD2, this 
vertical noise is decreased such that the extracted watermark is quite smoother than the 
extracted watermark in SVD1, for the same attack parameters.

The LH sub-band is illustrated in bright and dark red for the SVD1 and SVD2 schemes 
respectively. The horizontal noise can be seen in extracted watermark in confrontation with 
attacks like Rotation, Gamma correction, and Compression, where the extracted watermark 
in SVD2 shows smoother and more robust figures.

In general, for the HL and LH sub-bands in both schemes, the robustness is alternatively 
different between these two sub-bands. For example, in the X-Ray medical image with size 
1024 × 1024, the LH offers more robustness, whereas in the non-medical image Baboon 
with size 512 × 512, the HL sub-band shows better robustness.

In short, the highest robustness in both schemes is obtained to HH and then, according 
to the size and type of images, HL or LH can be in the second or third places, whereas the 
LL sub-band, despite offering good robustness, is unable to resist some attacks such as his-
togram equalization, cropping, compression, rotation and gamma correction, as illustrated 
in Table 3 for both schemes.

6  Comparison and discussion

In this section, the proposed SVD1 and SVD2 schemes are compared with several recent 
proposed counterparts. The difference of imperceptibility between the proposed schemes 
and these schemes for Baboon image is shown in Table 5. It is observed that the proposed 
SVD2 scheme is more imperceptible than [6], [51] and [49], [2] but Aree et al.’s scheme 
[34] has a larger PSNR compared to the proposed scheme. Besides, the proposed SVD1 
scheme has better imperceptibility than [6] and [49].

Table 6 shows the comparison of robustness according to Normalized Correlation coef-
ficient (NC) between the SVD1 and SVD2 schemes. Looking at this table, it can be clearly 
seen that the proposed SVD2 scheme is more robust for 6 out of 11 attacks in comparison 
to the other schemes. Ali et al.’s scheme [6] has better robustness only in confronting two 
attacks (Histogram equalization and Gamma correction), and Wang and Zhao’s scheme 
[49] can withstand against Median filtering, Compression and Gaussian noise. Ahmadi 
et al.’s scheme shows the best performance against Cropping and Gamma Correction. The 
proposed SVD2 scheme shows an excellent robustness compared to the other schemes for 
the remaining seven types of attacks.

The watermarking scheme proposed by Zeng et  al. [51] offers better robustness in 
attacks like scaling and compression, but less robustness in the remaining of the other 
attacks in comparison to our propose SVD2 scheme.

Furthermore, Aree et al.’s scheme [34] shows the NC of 0.955 even in the situation of 
“no attack” while it is only robust against Salt and Pepper attack in comparison to both 
proposed schemes.
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In the heading of Table 6, the watermark size of each scheme is shown. In both proposed 
schemes, the size of the watermark images are equal to the size of cover or host images, 
which is at least 512 × 512, while none of the other schemes has offered such property.

Finally, to obtain a better balance between imperceptibility and robustness, other com-
pared schemes in Table 6 use some techniques like Zigzag embedding, Non Sub sampled 
Contourlet Transformation, Particle Swarm Optimization or Artificial Bee Colony, which 
effects on cost and computational complexity. On the other hand, the proposed schemes are 
simple and easy to implement. In particular, the proposed SVD2 scheme is considerably 
more efficient with only a few extra steps for implementation.

7  Conclusion and future work

A subtle design and implementation of algorithms can decrease the computational burden 
and cost, while at the same time; increase the performance (imperceptibility and robust-
ness) of watermarking algorithms. Of course, depending on the application, the require-
ments can be varied between three specifications of robustness, capacity and imperceptibil-
ity. As we have shown in this paper, only taking a few extra steps the implemented schemes 
can be more efficient than those that use some subsidiary algorithms like Artificial Bee 
Colony or zigzag embedding to achieve optimum values for imperceptibility and robust-
ness. In future work, we intend to implement other hybrid schemes with SVD2 and DCT 
or DFT.
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