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Abstract

In today’s world, the ease of creation and distribution of fake news is becoming an increasing threat
for individuals, companies, and institutions alike. Content spread over the Internet is able to create
an “alternative” reality and false accusations cannot be easily removed by later issued apologies as it
typically takes several years to unpick the labels pinned on by spreading disinformation. Currently,
the main facilitators of fake news distribution are social media networks, where a large volume of
digital media content is generated and exchanged every day. In this “flood” of information, it is quite
effortless to manipulate the content to impact its consumers. That is why developing effective coun-
termeasures is of prime importance. Considering the above, in this paper, we propose and describe an
architecture of the fake news detection system that is being developed within an ongoing Detection
of fake newS on SocIal MedIa pLAtfoRms (DISSIMILAR) project. It is designed for the protection
of digital media content, i.e., images, video, and audio, and to fulfill its goals, it combines digital
watermarking, signal processing, and machine learning techniques.

Keywords: Fake news, digital watermarking, machine learning, signal processing, user experience
study.

1 Introduction

Fake news and hoaxes, which allow spreading various types of disinformation to influence certain groups
of people or whole societies, have been present in the history of humankind even before the advent of the
Internet. In general, fake news is typically considered as a kind of yellow journalism in which fake news
encapsulates pieces of legitimate news that may be hoaxes. As already hinted, such actions are typically
performed to impose certain ideas so that they are considered publicly as legitimate ones.

In recent years, the accelerated adoption of social media platforms enabled rapid information sharing
that has never been present in human history before. Using social media networks, their users are able

Journal of Wireless Mobile Networks, Ubiquitous Computing, and Dependable Applications (JoWUA), 13(1):33-55, Mar. 2022
DOI: 10.22667/JOWUA.2022.03.31.033

*Corresponding author: Nowowiejska 15/19, 00-665 Warsaw, Poland, Tel: +48 22 234 77 11, Web: http://mazurczyk.
com

33

http://mazurczyk.com
http://mazurczyk.com


Architecture of the fake news detection system... Megı́as, et al.

to create and share more information than ever before. Unfortunately, some of this news are deliberately
deceitful. That is why, in the current digitalized world, the main channels to spread disinformation are
social media platforms and other types of online media. The fake data include not only text information
but increasingly also manipulated digital images, videos, or audio files.

The spread of fake news across social media platforms has already impacted events in real, non-
digital life. For example, in 2016, during the US presidential election, various kinds of fake news about
the candidates were widely disseminated in social networks. This, as it has been reported in [1], had
a potentially significant effect on the real election process as it was estimated that online social networks
account for more than 41.8% of the fake news data traffic in the election. This was far more effective
and widespread than traditional channels (i.e, TV, radio, or printed media). Another recent example is
related to the ongoing SARS-CoV-2 coronavirus pandemic. The disinformation campaigns related to the
virus itself, its severity, origin, potential ways of infection, treatment, and finally vaccination have started
spreading faster than the virus itself. The latter example proves that fake news causes real harm, resulting
in deaths of real people throughout the world.

It must be pointed out that there exist two distinct types of fake news. First, some fake news are
created from contents that are legitimate in origin but have been manipulated in malicious ways, e.g., by
replacing the audio of a video clip or even creating a deep fake from an authentic video. Second, we
can find fake news that are created from scratch without manipulating a legitimate original content. As
discussed below, the project aims at addressing both types of fake news.

To address above-mentioned issues, in June 2021, we have started the Detection of fake newS on
SocIal MedIa pLAtfoRms (DISSIMILAR) project whose aim is to equip the content creators with so-
lutions that will be able to add watermarks to the content they create and make any modification easily
detectable. Additionally, this would enable online social media users to apply tools based on state-of-
the-art signal processing and machine learning (ML) methods to detect fake content. To achieve this aim,
in DISSIMILAR, we will create models to detect fake digital media content, focusing on the distortions
created by the signal processing operations and recording devices. The combination of watermarking
and ML-based detection tools will empower users to discriminate between original and fake multimedia
content without the need for assessment and control from a centralized service.

Apart from the technical advances, the DISSIMILAR project will carry out a cross-cultural user
experience design approach [2] to define implications for the design [3] in all stages of the process. To
design and develop tools that are usable, useful, and appealing, this project will conduct a comprehensive
user experience study. Finally, it is worth noting that the collaboration of three partners from Japan,
Poland, and Spain is fundamental not only to complement their expertise and technical background but
also to build on participants from different regions, cultural backgrounds, and life trajectories in the user
experience study that allows to take into account the values of potential final users in different contexts.

This paper is an extended version of our conference publication [4]. It must be emphasized that in
contrast to this previous work, the novel scientific contribution introduced in this article can be summa-
rized as follows:

• We present in detail the architecture of the proposed fake news detection system, focusing mainly
on how different techniques, i.e., signal processing, digital watermarking, and machine learning,
are interacting with each other to form a complete system,

• We outline the initial project’s test-bed, which contains dedicated custom software that is used for
acquisition of real-world multimedia content from the Internet. This would allow evaluating var-
ious fake news detection methods known from state-of-the-art publications and developed within
the course of the project.

With this work, we expect to raise awareness on the disinformation challenge in the data hiding and
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machine learning research communities. We also create the architecture of the DISSIMILAR system in
an elastic and easily extensible manner. Thus, we hope to attract new research that can be integrated into
the proposed solution in the future. Therefore, we contribute to limiting the influence of fake news with
a decentralized solution that does not lead to censorship or biased and interest-driven decisions. The
project will provide a first set of technologies, combining digital watermarking and machine learning
solutions, to be integrated with social media platforms for fake news detection. The prototype will allow
adding and replacing different components, such as digital watermarking algorithms or machine learning
models. Hence, we expect to provide a mechanism to integrate technologies from other contributors in
the platform.

The remainder of the paper is structured as follows. In Section 2, we present the works that are most
related to the topic of this paper. Then, in Section 3, we explain the fundamentals needed to understand
the concept of the proposed framework. Next, Section 4 presents the overall design of the DISSIMILAR
project. In Section 5, the main research phases of the project are outlined. In Section 6 the envisioned
overall project architecture is described as well as the detection process is characterized with the most
important steps and modules, while in Section 7 the planned evaluation platform is presented. Then,
Section 8 showcases the expected impact of the project. Finally, Section 9 concludes our work and
presents some future research directions.

2 Related work

Mass-self-communication (MSC) refers to horizontal networks of communication where users become
both senders and receivers of messages, e.g., social network sites (SNS) [5]. In MSC, stories are told
differently, as different voices could be involved, including users able to participate in the expansion of
the story in different ways [6]. “A mix of top-down and bottom-up forces determine how the material
is shared in far more participatory (and messier) ways” [6, p.1] than in hierarchical media. With digital
media, the idea of prosumers is reinforced [7], as users become producers and consumers able to circulate
and recreate contents. People consume, share, reframe, mix, and create media beyond the paradigms of
one-to–to-one communication or one-to–to-many spectators. This shift from distribution to circulation
builds on the participatory culture that flourished with digital media, which, at the same time, gives new
opportunities to the creation and dissemination of fake news.

In the early 2000s, with the diversification of sources providing online news, and the use of social
network sites to filter news, an early alarm prompted the risk of some individuals getting trapped in
“filter bubbles”, or “echo chambers”, where they mostly get information that confirms their intuition
[8]. Online opinion leaders have an influence on online communities, sometimes building on fake news
[9]. Moreover, the use of big data, and artificial intelligence allows influencing individuals building on
their predicted ideology, but also their predicted fears and phobias, in a “information psychological war”
[10]. Thus, the spread of rumors [11], or the dissemination of fake news [12], were reinforced with the
increasing relevance of SNS and the popularization of the participatory culture [13].

The spread of fake news has demanded news media a more significant effort to show they stand for
integrity. In this context, different projects emerged. On the one hand, fact check projects devoted to
unmasking hoaxes have emerged in several countries, e.g., FactCheck.org (USA), maldita.es (Spain), or
Demagog.org.pl (Poland), or FactCheck Initiative (Japan) and have been widely adopted by consumers.
Such websites usually show the metadata of multimedia contents to argue the originality of the media.
However, metadata can be easily changed and does not show what has been changed in the content, so
they require further checks.

On the other hand, the Trustproject [14] provides a protocol that includes eight trust indicators to ”To
amplify journalism’s commitment to transparency, accuracy, inclusion, and fairness so that the public
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can make informed news choices ”[14]. The protocols have been adopted by hundreds of news sites
worldwide, including prominent media companies such as BBC, South China Morning Post, and Bay
Area News Group. One of the indicators refers to the ability of the consumer to identify the journalist’s
expertise. Who made this. While such projects have been well received, they lack technological tools to
automate the procedures.

In this context, digital watermarking is recognized as a promising technique developed to address
the problems of copyright protection, content authentication, tamper detection, and others [15]. In some
watermarking applications, a unique fingerprint identifying the recipient of a multimedia content is em-
bedded in each individual copy of the distributed content. This application acts as a deterrent to illegal
redistribution by enabling the owner of the content to trace the source of the redistributed copy [16, 17].

Another promising venue where the application of digital watermarking techniques could be benefi-
cial is fake news identification and tracing. Such a concept has not been so far researched in the existing
literature, and thus it can be considered as novel and interesting. Although there have been some attempts
to counter deep fakes [18] or fake news in images, they have not been proposed and analyzed for other
types of digital content, and they have never been applied in a more complete system integrated with
social media platforms. Thus, we can conclude that the proposed approach has innovative potential. Re-
garding detection techniques, typically existing works for detecting fake videos are centered on finding
imperceptible characteristics that appear in the forged videos. For example, the method proposed in [19]
is based on the detection of eye blinking, which is a physiological signal that is not well presented in the
synthesized fake videos. The method in [20] visualized the CNN layers and filters and discovered that
the eyes and mouth play a paramount role in the detection of faces forged with the deepfake software
tools [21, 22].

With the understanding of fake video problems, the need for creating automated detection methods
not only in academia, but also in industrial environments is of utmost importance. While digital forensics
experts have developed different individual methods for some small instances, the hundreds of thousands
of videos uploaded to the Internet or social media platforms have a variety of scale and qualities. To
accelerate advancements in the detection of fake media, the DeepFake Detection Challenge (DFDC) data
set [23] was constructed and publicly released by Amazon Web Services (AWS), Facebook, Microsoft,
the Partnership on AI’s Media Integrity Steering Committee and academics. The goal of the challenge
is to stimulate researchers around the world to build innovative new technologies that can help to detect
deepfakes and manipulated media.

In contrast to the existing work presented above, in the DISSIMILAR project, we aim to develop
models to detect fake digital media content by focusing on the unnatural signals created by the sig-
nal processing operations and recording devices. The signals are intentionally inserted as watermarks,
whereas the traces of modification and editing are left behind when the fake contents are created. The
combination of watermarking and ML-based detection tools will allow users to easily discriminate be-
tween original and fake content without the need for assessment and control from a centralized service.

3 Background

This section introduces a brief overview of the techniques that will be used throughout the project,
including digital watermarking, machine learning for the detection of fake news, and user experience
(UX).
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3.1 Digital watermarking

Digital watermarking –a branch of data hiding [24]– is a collection of techniques consisting of embedding
data, referred to as a mark or a watermark, into a digital object or carrier, typically maintaining the
perceptual quality of the object. The traditional carriers of watermarking are multimedia contents, such
as images, audio, or video, but also text and even network protocols. The embedded mark is related to
the cover object, and the cover object itself is valuable (often more valuable than the watermark). The
watermark can be used, for example, to provide evidence about the copyright holder or the authorized
viewers of the content. Traditional applications of digital watermarking include copyright protection,
content authentication, broadcast monitoring, transaction tracking, and copy control, among others.

Another well-known branch is steganography, which aims at transferring secret information between
two communicating parties. Unlike cryptography, the objective of steganography is not making a piece of
information unreadable for those who are not authorized, but it makes the exchange of information itself
secret by hiding the communication in an apparently innocuous carrier. In the case of steganography, the
cover object is typically considered useless and the item to be protected is the secret message. It is, thus,
important to remark that digital watermarking is not a particular form of steganography, but another data
hiding branch that shares some common features with steganography but with different properties and
applications.

Digital watermarking schemes are often analyzed in terms of five main properties, namely, capacity,
robustness, transparency (or imperceptibility), blind or informed detection (or extraction), and security.

Capacity or data payload refers to the amount of information that can be carried by the marked object.
Usually, the amount of data is given in bits per unit, where the unit depends on the type of object. Some
examples are bits per second and bits per pixel.

Blind or informed detection or extraction refers to the requirement or not of the original (cover)
object when carrying out the detection (or extraction) of the hidden watermark. If the cover object is re-
quired at the detection/extraction end, then the detector/extractor is referred to as non-blind or informed.
The whole scheme is usually called a non-blind watermarking scheme or an informed watermarking
scheme. When the original cover object is not used by the extraction or detection algorithm, then the
detector/extractor is referred to as blind, and the watermarking scheme as blind watermarking.

Transparency or imperceptibility is related to the perceptual quality of the marked object compared
to the cover (original) object. For example, if the marked object is an image, the embedded information
will make some pixels of the marked image differ from the corresponding pixels of the cover image.
Imperceptibility depends on the amount of “perceptual noise” introduced in the image by the embedding
process. Hence, imperceptibility can be defined as the “perceptual similarity between the cover and the
marked objects”.

Robustness refers to the ability of the watermarking scheme to detect or to extract the embedded
watermark when the marked object is transformed using standard signal processing operations, such as
filtering, lossy compression, or geometric transformation. A watermarking scheme that can resist signal
processing attacks is referred to as robust watermarking. On the other hand, some applications require
that the watermarks are removed when any or some transformations are applied to the watermarked
object. In this case, the term of fragile (no transformations allowed) or semi-fragile watermarking (some
transformations allowed) is used.

Security is the ability of a watermarking scheme to resist hostile attacks. In this case, we can dis-
tinguish two categories of attacks, namely, attacks against the embedded watermark and attacks aimed
at the (secret) keys of the watermarking scheme. Attacks of the former type can be classified in three
categories: unauthorized removal, unauthorized embedding, and unauthorized detection (or extraction).

Unauthorized removal refers to the possibility of suppressing or masking the embedded watermark
such that it cannot be detected or extracted. As unauthorized embedding (or forgery) is concerned, the
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purpose of the attacker is to embed a watermark into a work to provide a false authentication of the
contents. Both unauthorized removal and embedding are active attacks, but there is a third possibility
that can be thought of as passive: unauthorized detection (or extraction).

The second category of security attacks is related to the watermarking keys used in the scheme.
Similarly to cryptography, many watermarking schemes require the use of secret (often symmetric) keys
to be applied both for embedding and detection or extraction. However, in watermarking schemes, some
keys that are not identical to the ones used by the embedder, but close to them, may lead to the successful
unauthorized extraction or removal of the watermark. Randomization in some parts of the watermarking
algorithms is a common tool to increase security.

In addition, the embedded message or watermark can itself be encrypted before embedding and de-
cryption will be necessary in the receiving end to decipher the embedded data. This combination of
watermarking and encryption, each with its particular key (watermarking and crypto/cipher keys, respec-
tively), is common in most data hiding applications for security reasons. Other digital watermarking
properties include embedding efficiency, false positive rate, modification and multiple watermarks and
computational cost.

Among the applications of digital watermarking that can constitute the basis for the DISSIMILAR
project, owner identification/proof of ownership, content authentication/tampering detection and transac-
tion tracking are the most relevant ones. In owner identification/proof of ownership applications [25],
a watermark can be used to provide contact information about the owner or source of a given work. This
idea extends the common textual copyright notices found in these works, since the watermark is invisible
and inseparable from the marked object. In the case of proof of ownership, the goal of the watermark is
not only to identify the owner, but to prove who the owner of the work is, even in court. In content au-
thentication/tampering detection or localization applications [26, 27, 28], the embedded watermarks
can also be used to detect whereas the marked work has been tampered by an adversary. In addition to
a yes/no detection (tampering detection), some systems also allow specific forgeries to be localized in
the content (tampering localization). For this application, fragile or semi-fragile watermarking systems
are required, compared to the robust schemes that are used in many other applications. In transaction
tracking/fingerprinting applications [29, 30, 31, 32], different watermarks (called fingerprints) are em-
bedded in a content that is distributed to different users. Each copy of the content is embedded with
a unique fingerprint that is used to identify the user in case he/she decides to redistribute the content
(tracing).

The application of digital watermarking in the field of fake news detection will require a combination
of different approaches, possibly involving robust watermarks for proof of ownership and transaction
tracking, and fragile or semi-fragile watermarks for tampering detection and localization [33]. This is
a challenging application scenario, since different types of watermarks have a diversity of requirements
and the resulting embedding and detection methods will entail more complexity. In addition, the system
must be designed to work with different types of multimedia content (image, audio, and video).

3.2 Multimedia forensics

In the case of steganography, a malicious party may use the technique for secret communications over
a public channel without being suspected by possible eavesdroppers. As a countermeasure for steganog-
raphy, the analysis of hidden messages in multimedia content, known as steganalysis, has been inten-
sively investigated for classifying content with/without hidden messages.

Motivated by the study of steganalysis, the irregularity of multimedia content has been measured
from the forensics point of view. Multimedia forensics includes a set of scientific techniques recently
proposed for the analysis of multimedia content such as audio, video, and images to recover evidences
from them. In particular, such technologies aim at revealing the history of content:
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• identification of the acquisition device that produces the data,

• validation of the integrity of the content,

• retrieval of information from the signals involved in the content.

For source identification, it is assumed that an acquisition device leaves specific traces due to its
intrinsic characteristics (e.g., sensor noise, lens distortion, and others), which comes from the hardware-
oriented distortion. Similarly, tampering operations of multimedia content leave distortions caused by
the signal processing operation in software (e.g., lossy compression, filtering, and others), which is called
software-oriented distortion. Different processing algorithms may produce identifiable traces, and some
inconsistencies of scene characteristics are introduced by tampering. With the assistance of deep learning
techniques, we can detect such distortions and classify malicious editing traces in multimedia content.
Such multimedia forensics techniques will enable us to detect fake content with a high accuracy.

3.3 ML-based detection

ML algorithms learn the mapping from an input to an output. In the case of classification problems, the
algorithm learns the function to separate two (and sometimes more) classes for a given task, which is
known as the decision boundary. The decision boundary helps in determining whether a given data point
belongs to a positive class or a negative class. For the classification of fake contents, we first extract
features from a target content and an ML algorithm calculates a metric whether the feature belongs to
a positive or a negative class. Here, we should consider two steps in the ML model: feature extraction
and feature selection. In feature extraction, we extract the required features for a given task. On the
other hand, in feature selection, we select the important features that improve the performance of an ML
model.

Generally, it is time-consuming to construct the feature extracting function manually from an image,
and it needs specific knowledge of the subject as well as the domain. By using deep learning techniques,
the tuning of such a function can be automatically calculated. Among some branches of deep learning
techniques, Recurrent Neural Networks (RNNs) and Convolutional Neural Networks (CNNs) are the
basis of many techniques. RNNs capture the sequential information present in the input data, i.e., the
dependency between the words in the text, while making predictions. On the other hand, CNNs capture
the spatial features from an image. Spatial features refer to the arrangement of pixels and the relationship
between them in an image. They allow identifying the object accurately, the location of an object, as well
as its relation to other objects in an image.

A deep learning-based technique enables us to create fake contents by swapping the face of a person
with the face of another and by synthesizing the movement of the face according to the manipulated
audio speech. The facial manipulations can be categorized into four groups: Entire Face Synthesis,
Identity Swap, Attribute Manipulation, and Expression Swap [22].

As a countermeasure of such fake contents, there are some studies to classify whether faces are real
or artificially generated. The first studies in this area focused on the audiovisual artifacts existing in the
1st generation of fake videos. The inconsistencies between lip movements and audio speech are analyzed
in [21]. In [34], the detection capability is improved by using the Long Short Term Memory (LSTM)
which is based on RNN. Some simple visual aspects such as eye color, missing reflections, and missing
details in the eye and teeth areas have been utilized in [35] for the classification of fake contents by using
a logistic regression model and a multilayer perceptron (MLP) [36]. A detection system based on both
facial expressions and head movements is proposed in [37], which employs a Support Vector Machine
(SVM) [38] for the final classification. The change of eye blinking patterns is studied in [39].
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From the detected face regions and the surrounding areas, a detection system [19, 40] based on CNN,
such as VGG16, ResNet50, ResNet101, and ResNet152, detects the presence of artifacts incurred by the
difference of resolution. Approaches based on mesoscopic and steganalysis features are proposed in
[20], in which a CNN-based system is intensively investigated. In this work, the detection system based
on the XceptionNet architecture provided the best results comparing different alternatives.

4 Project design

This project can be divided in two main areas: (i) the development of technological tools to assist users
to distinguish between original and forged content in multimedia publications, and (ii) a case study to
include the cultural dimension and to center the development on real users’ needs and behavior. In the fol-
lowing subsections, we provide details about the above-mentioned areas. https://www.overleaf.com/project/61768ceece30f15469114408

4.1 Watermarking and detection tools

The project will provide a set of technological tools to assist users to identify original and forged content
in multimedia documents (i.e., sound, images, video). For that, the DISSIMILAR project will provide
two types of tools:

• Watermarking tools: In this project, we will design and develop a watermarking-based system to
embed information in media files before they are published on social media platforms. Once they
are published, it will be possible to easily and automatically verify whether a media document
comes from a trusted source or whether it has been altered to create fake news. To achieve this
goal, a set of digital watermarking techniques will be applied to embed authentication watermarks,
which can be imperceptible or visible (or audible), in the original file and will not be easily re-
movable without affecting the content. To this aim, any applied modification should be easily
detectable and automatically identifiable. As a result, the developed system, integrated within on-
line social media platforms, will be able to protect any kind of digital media content (i.e., images,
video, audio) and reliably warn users when they receive forged content. Additionally, in many
cases, it will be also possible to identify the origin of the fake content propagation. Considering
the above discussion, the main objectives associated with this research area are the following: (i)
selection of suitable digital watermarking techniques; (ii) design of the architecture of the pro-
posed system; (iii) design and development of the automatic and easy-to–to-use digital content
verification mechanism with the user warning feature if fake news is detected; (iv) design and
development of the mechanism for identifying the origin of the fake content propagation; and (v)
development of the proof-of-concept implementation of the complete system.

Digital watermarking has some advantages to other detection methods, such as ML solutions. To
begin with, it does not require a training set and, hence, it avoids problems like that of overfitting.
The presence or absence of a watermark can be enough to discriminate between authentic or forged
contents. In addition, the combination of different types of watermarks, e.g., audio, video, robust,
and fragile, can be very powerful for the detection of forgeries. Furthermore, watermarking can
also be used for data tracing (data provenance) and, thus, it may allow identifying the source of a
forged content.

• Detection tools: In many cases, fake news are distributed in direct messaging applications out of
the traditional online social media. Therefore, embedding information of any type is not always
effective. Furthermore, we cannot expect that all media channels and social networks will use the
proposed (or any other) watermarking scheme before publishing media files. Hence, it is important
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to provide tools that can detect whether some media content that has not been previously marked
is forged or not. To address this challenge, the project will also provide a tool based on ML to ana-
lyze tiny unnatural signals induced by the generation of fake content. To this end, this project will
create a tool that mixes two approaches focusing on: (i) distortions caused by signal processing
operations, such as ML tools, which can be classified as software-dependent characteristics, and
(ii) device-oriented distortions introduced by differences in the recording devices, which can be
classified as hardware-dependent characteristics. The main objectives associated with this research
area are the following: (i) extraction of feature vectors from suspicious multimedia contents; (ii)
design of an artificial neural network (ANN)-based architecture for classification; (iii) collection
of datasets for training the proposed system; (iv) development of a compact and efficient imple-
mentation; and (v) development of the proof-of-concept implementation of the complete system.

4.2 User experience study

A user experience (UX) study will provide implications for the design, implementation, and integration
and evaluation of the tools, based on the experiences of diverse potential users from the global north.
The study will be conducted in Japan, Poland and Spain. The three countries are high income countries
according to the World Bank [41], they are from Asia and Europe. However, they represent different
cultural and historical backgrounds that could influence the consumption of fake news. In addition, fake
news are mainly consumed in the national languages. However, Japanese and Polish are mainly restricted
to the geographical context, while fake news in Spanish could come from different contexts, which make
the three of them as three different and interesting cases to study.

• Identify cultural factors that should be taken into account in the design of the system. This implies
analyzing how users interact with news in general and, in particular, in relation to the objectivity,
credibility, and accuracy of the information. The study will analyze the relevant features of news
that increases or decreases its credibility to subjects. We will also conduct a detailed investigation
on how the proposed tools can contribute to: (i) increasing the subject’s awareness on fake content
and (ii) minimizing the spread of fake information.

• From a human-computer interaction point of view, the study will analyze the best ways to offer
tools to the subjects. For instance, we will study which type of watermark is more effective, which
information must be embedded in the different types of files, what kind of fake information is
detected by the subjects, and so on. Moreover, the study will focus on the best procedures to
interact with the proposed tools and the optimal ways to communicate the results obtained from
the watermarking and ML analyzers.

• Providing results that are relevant to the three countries participating in this project (i.e., Japan,
Poland, and Spain) will allow cultural comparative research. For this purpose, the case study will
be adapted to the cultural background of each of the above-mentioned countries.

• Contribute to the iterative prototyping process to design and deploy the proposed tools. This case
study is scheduled to start from the beginning of the project to involve the users’ point of view and
the cultural knowledge gathered around them in the development of the tools as soon as possible.

The main objectives associated with this research area are the following: (i) identify the cultural
factors that should be considered in the design of the tools; (ii) take critically informed decisions for the
design of the tools; and (iii) evaluate the potential impact of the system.
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4.3 Scientific excellence

This project proposes an innovative approach to combat fake news in multimedia content based on three
main research activities:

• A comprehensive user experience study to put the user at the center of this research. This study
will analyze cultural and behavioral aspects that are essential to build effective tools. The three
partners will participate in the study to provide relevant data to adapt the tools and measure their
success in three different countries.

• Design of watermarking tools to take a novel approach to automatically identify manipulations in
multimedia documents in a complete system that can be integrated with social media platforms.

• Design detection tools based on state-of-the-art ML and signal processing methods to assist users
to determine when multimedia documents that do not include watermarks have been manipulated.

The main strength of the DISSIMILAR project is the combination of these three research activities,
which will provide more generalizable results than conducting research separately, achieving exploitable
outcomes, and an integrated and user-centric prototype.

4.4 Added values of multilateral cooperation

The multilateral cooperation of institutions from three different countries (Japan, Poland, and Spain) is
essential for the following reasons:

• The influence of fake news and different disinformation techniques may have a different effect on
people from different backgrounds and cultures. For this reason, it is important to undergo a case
study of this project involving three partners to analyze the problem at least from a European
perspective, including two countries with very different cultural backgrounds (i.e., Poland and
Spain), and involving also the Japanese perspective.

• The development of the tools will be carried out with a user-centered design. Users will be involved
at an early stage of the project. Multilateral cooperation in this aspect is of utmost importance
to take into account the human-computer interaction point of view beyond the national/regional
angles of a single partner.

• Measurements of success of the proposed tools will be taken involving all partners and subjects
from those three countries.

• From a scientific point of view, multilateral cooperation is essential to cover the three main areas
of the DISSIMILAR project. In this regard, the Polish institution has experts in watermarking,
Japan has experts in signal processing and ML, and the Spanish partner brings an interdisciplinary
team with technical expertise in digital watermarking and social scientists that excel in executing
case studies and human-computer interaction analyses.

5 Research phases

To protect users from fake news, the DISSIMILAR framework offers three different technical compo-
nents, i.e., (i) forensics, (ii) watermarking, and (iii) ML-based detection tools. Forensics tools are aimed
to evaluate whether the digital media produced by content producers that should enrich the online so-
cial media platform present manipulated content or not. Next, the watermarking tools are responsible
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for providing the digital “stamp” on the introduced content. Moreover, ML-based detection tools allow
users to determine the genuineness of the received content.

As explained in the previous sections, the DISSIMILAR tools would be designed and developed by
taking into account the results of the multinational user experience study. Note that all components of
the proposed framework are described in Section 4.

In summary, the research activities in the DISSIMILAR project are divided into three phases:

Phase 1: Design and implementation of watermarking tools,

Phase 2: Design and implementation of detection tools, and

Phase 3: User experience case study.

Below, we describe the research methodology that will be followed in each of those project phases.

5.1 Phase 1: Design and implementation of watermarking tools

In this phase of the project, we will use a mixed approach that combines qualitative and quantitative
methodologies. In particular, we will use proof-of-concept implementations of the components of the
designed digital watermarking system to experimentally evaluate their performance and whether they ful-
fill the expected requirements. The proof-of-concept implementation of the complete developed system
will be subjected to the experimental evaluation as well.

Digital watermarking is a tool for embedding information into multimedia contents, and our scope
involves considering its different applications. For instance, receivers of the content may be able to trace
its original source of contents, and the detector could use the embedded marks to identify user(s) from
the distributed fake contents.

Watermark techniques can be classified into two categories: robust and fragile. Robust watermark
is resistant to any modification of the content. While a fragile watermark is vulnerable to any modifi-
cation that can be easily changed by modifying the content. The latter can be used to detect intentional
modifications. For the detection of fake contents, we combine these two watermarking techniques in this
project.

5.2 Phase 2: Design and implementation of ML detection tools

In essence, multimedia contents are created by using recording devices such as digital cameras and
microphones. Due to the difference of optical and sensor devices, hardware-oriented distortions must
be contained in the captured multimedia content. In a forensic case, multimedia contents are crafted by
editing and combining multiple resources. This process must cause some distortions, including unnatural
signals and noise with different characteristics. We will analyze the unnatural signals involved in fake
contents by using both signal processing and ML techniques.

The unnatural signals come from the characteristics of hardware devices and software operations. It
will allow us to find the origin of the content as well as the traces of recapturing. Meanwhile, software-
oriented distortions mainly come from nonlinear operations, such as rounding and lossy compression.
Even if a malicious party creates fake contents by using deep learning techniques, the unnatural signals
will help us to classify them as fake.

The consistency of characteristics, both in the time and the frequency domain, is difficult to control
in the artificially created contents as well as manipulated ones. The technique for analyzing unnatural
signals in multimedia contents has an analogy to the technique of steganalysis - the detection of steganog-
raphy. The detection of the existence of the hidden message is explored during steganalysis with, e.g.,
the assistance of ML techniques [42, 43]. Similarly, the distortions introduced during the creation of fake
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contents can be analyzed using a framework analogous to that of steganalysis. A sophisticated analysis
of unnatural signals is investigated to design an efficient Deep Neural Network (DNN)-based classifier
considering the characteristics of the distortions.

In the past few years, a significant number of researchers have investigated fake content detectors
based on ML combined with conventional signal processing techniques. However, the progress of the
detector stimulates other researchers to craft more natural looking fake contents and make them difficult
to be classified with the assistance of a Generative Adversarial Network (GAN) architecture. In addition,
there are some reports about the jamming attack to the detectors by adding adversarial noise, which
is crafted to cause misclassification [44]. The problem of adversarial noise is recognized as one of
the threats for ML systems because it will fool DNN-based classifiers without seriously degrading the
contents [45]. The robustness against adversarial noise is also required to design a good fake content
classifier.

5.3 Phase 3: Case study

We plan to use a cross-cultural user-centered design approach [2] to understand and quantify differences
or similarities in the user experience. We will use focus groups in the initial phase of the project for
a better understanding of the cultural factors involved in the dissemination of fake news. We will also
use heuristic evaluation and usability tests that combine qualitative and quantitative data for the iterative
prototyping of the tools and the potential impact of the project. Of course, one of the factors to consider
in this phase are linguistic issues, since we will target at least three different languages, namely, Japanese,
Polish, and Spanish, in the case study.

6 Envisioned architecture and comparative analysis

As discussed in the previous section, DISSIMILAR will combine different technologies to help users in
fake news detection. A description of the architecture of the system is required to understand how those
different technologies can be used jointly to (try to) identify fake news. We also present a comparative
analysis with other architectures.

6.1 Envisioned architecture

The high-level overview of the envisioned DISSIMILAR framework architecture is illustrated in Fig. 1.
In the assumed scenario, we distinguish content producers and content consumers. The former can gen-
erate genuine or fake news and feed them into online social media platforms. The latter are typical social
media platform users which are targeted by malicious content producers with manipulated information.

Moreover, the proposed detection process is divided into two steps and each step consists of two
modules:

1. Step 1: Source verification and content authentication. This phase is intended to verify if the
source of an on-line content (audio/voice, video or image) is reliable or not, and try to determine
if the content has been modified or not.

A flowchart of this step is displayed in Fig.2. It can be observed that this phase consists of the
following two modules:

(a) Source verification module. It tries to verify the source of the content using either a robust
watermark detector (the source should have embedded a robust watermark before distributing
the content) or (if no watermark is detected) making a search on the Internet to locate the
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Figure 1: Envisioned DISSIMILAR framework high-level architecture

Figure 2: Step 1 – Source verification and content authentication.

content. A database of reliable sources is used to determine whether the content comes from
a reliable source or not.

(b) Authentication module. If the source of the content has been identified as reliable, then
an authentication module can be used to try to determine if there are traces of forgery in
the content. This step can be carried out either using a fragile or semi-fragile watermark
at the source or, if no fragile/semi-fragile watermarking is used, then media forensics tools,
mostly based on ML methods, can be used to try to determine if there has been any malicious
modification on the content.

If the reliable source of a content is verified and the authentication module determines that it has
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not been forged, then the content is labeled as legitimate (“not fake”) and a message is sent to the
user detailing the analysis made on the content. Otherwise, the content is labeled as “suspicious”
and further scrutiny is required in Step 2.

2. Step 2: Fake news detection and traceability. Once a content is labeled as suspicious in Step 1,
this step tries to determine if the content is really fake news, legitimate, or undetermined. Finally,
if a content is labeled as “fake news”, a module tries to identify its source to add it to a black list
(database) of unreliable sources.

Figure 3: Step 2 – Fake news detection and traceability.

A flowchart of this phase is shown in Fig.3, where its two modules are outlined:

(a) Fake detection module. In this module, a suspicious content is classified using ML tools
and three different outputs are possible: legitimate (“not fake”) content, “fake news” or “un-
determined”. In the latter case, an alarm will be raised to the user, and he/she will have to
decide whether the information can be trusted or not. In addition, if the user wants to, his/her
opinion about the reliability of the content will be collected, and it can be used to score the
content in case another user sends it for evaluation.

(b) Tracing module. If a content is classified as fake news, this module tries to trace the source
of the content to try to identify its source and add it to a database of unreliable sources.
This step can be accomplished by tracing watermarks (also known as digital fingerprints)
or by gathering some other kind of information (provenance data) that may be useful for
traceability.

The proposed architecture, as already discussed, makes use of different technologies, including dig-
ital watermarking (robust, fragile/semi-fragile, and digital fingerprints), forensic tools, and ML tools
trained to discriminate fake news from legitimate contents. This architecture is very flexible, since some
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Table 1: Comparison of architecture.

Approach Methods
Active Watermark [15]

Watermark & Blockchain [46, 33]
Passive Steganalysis [47, 48]

Mesoscopic Network [20]
Temporal Domain (LSTM) [49]
Frequency Domain [50]
etc.

Proposed Combination of Active & Passive
Traceability of source (Digital Fingerprint)

technologies (such as digital watermarks) are not mandatory, but they can significantly help in the detec-
tion of fake news if used.

As mentioned in the Introduction (Section 1) there are two distinct types of fake news, namely, those
that are created from a legitimate content that is manipulated later on, and the ones that are created as
fakes from scratch, without manipulating the original source. The envisaged architecture described in
this section aims at facing both types of fake news. The detection process could be the following:

1. Identify the source of the content. If this is feasible, we can have three different outcomes: a)
the content is from a known and legitimate source (in that case manipulation is possible to create
fake news of the first type); b) the content is from a known source of fake news (in that case the
information would be given directly to the user, who could opt to discard the content); and c) the
source of the content is undetermined (this would the typical case for fake news of the second
type).

2. For known legitimate sources, detect manipulations (fake news of the first type).

3. For unknown sources, use machine learning to classify the content as genuine or fake. Of course,
the accuracy of this classification would possibly be low, since in many cases detecting just “lies”
would not be easy. A future extension of the project may consider checking whether some piece of
news can be found also in a legitimate source. This is what fact-checkers currently do. However,
this possibility is out of the scope of the DISSIMILAR project for the time being, due to the
limitations of the resources.

At the end of the DISSIMILAR project, we expect to develop a prototype of this architecture and
make it open such that other solutions can be integrated, paving the way towards a free-to-use platform
to help users in fake news detection. Differing from other solutions, the DISSIMILAR platform will
empower media consumers to decide when to use the system to assist him/her in identifying fake news,
preventing censorship or centralized control, thus preserving fundamental rights such as the freedom of
expression on the Internet.

6.2 Comparative analysis

In the past few years, many researchers focus on the problem of fake content and its defense techniques.
The conventional approaches are roughly classified into two types: active and passive. Table 1 shows the
comparison of existing methods and the proposed architecture. In active techniques, some information
is encoded at the time of multimedia generation, e.g., a watermark is added to the content [15]. The

47



Architecture of the fake news detection system... Megı́as, et al.

watermark is used to identify if the multimedia content has been manipulated. Furthermore, the ma-
nipulated portions in the target can be detected using the extracted watermark. However, digital water-
marks are not foolproof [51], and this problem can be countered by incorporating a blockchain [52, 33]
to hold a tamper-proof record of watermarks and content features. Alattar et al. [46] has proposed a
proof-of-concept fake video news detection and prevention system using watermarking and blockchain
technologies.

In passive techniques, some traces of manipulation are analyzed to identify fake contents. DeepFakes
frequently produce artifacts that are difficult to identify by humans, but can be recognized by machine
and forensic analysis. Inconsistencies, irregularities in the background, and GAN fingerprints are exam-
ples of spatial artifacts. Detecting fluctuations in a person’s behavior, physiological signals, coherence,
and video frame synchronization are all examples of temporal artifacts. The idea of dealing with pixels
and exploiting the correlations are one of the straight-forward approaches to clarify the variations be-
tween real and fake. To boost the detection efficacy and improve generalization capacity, DNN-based
techniques have been investigated in a literature.

The proposed architecture is the combination of active and passive approaches. During the source
verification and content authentication, both the existence of watermark and verification of manipulation
traces are executed to highly classify the target content whether it is fake or not. In addition to the
classification, the proposed architecture involves the tracing module, which enables us to identify its
source with the assistance of a digital fingerprinting technique.

7 Project test-bed platform

As described in the preceding paragraphs, the introduced fake news detection methods need a robust
and reliable evaluation environment. Moreover, during such an evaluation process, real data gathered
directly from the Internet would be required to prove that the developed approaches would be efficient
and effective in real-world environments. For this purpose, within the DISSIMILAR project, a special
test-bed platform with dedicated custom software will be designed, developed, and deployed. To be more
accurate, currently the design of the software platform has already started.

The most essential elements of the designed software are presented in the Fig. 4. The main “work-
horse” of the system is the webpage harvester. This subsystem is responsible for visiting selected web
pages and downloading multimedia material, for example, digital images, audio, and video files, for
further investigation. All downloaded material is stored on the hard drive as well as it is analyzed in-
stantly using the provided plugins (containing, e.g., proposed detection schemes). The developed system
allows the easy addition of new analytical plugins that provide various functionalities to the system, for
example, detection of embedded watermarks, identification of the possible media modification for fake
news creation, or addition of steganographic information for secret sending of commands to the infected
machines. During the research, the project partners can easily provide dedicated plugins to test a par-
ticular algorithm or method. All results from analytical plugins concerning a given (stored in the hard
drive) media file, are placed as metadata in the dedicated database. Due to the fact that this database is
essential for the system, it is presented in Fig. 4 as one of the three most crucial parts. The last element
of the developed platform is the web-based user interface. It can be used for managing the process of
harvesting multimedia data from the Internet. Moreover, it could be used for searching metadata in the
system database.

The developed system will be used during various stages of the DISSIMILAR project. During the
first phase of the project, it will be used for gathering data from real sources on the Internet. As the
project progresses, the developed detection methods, for example, those which would be able to detect
the manipulation of multimedia files for fake news, can be added as plugins and evaluated on real-world
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Figure 4: Architecture of the test-bed platform.

data.
In the preceding paragraphs, we presented the design of a system that has been used during our

experiments. As the conducted research concerns data harvesting from web servers around the globe,
some additional experimental aspects should be considered.

The first one is associated with the speed of downloading consequent web pages. From the experi-
mental point of view, the assumed list of web pages should be downloaded as fast as possible. Unfortu-
nately, such behavior could have a negative impact on harvested public webservers. For the webserver
administrator, such an activity can be also treated as a kind of Denial of Service (DoS) attack. Moreover,
some administrators implement an automatic prevention mechanism that stops providing additional web
pages to the address flagged as involved in DoS attacks. On the other hand, the high speed of harvesting
could prevent the downloading of some web pages is only one factor. While harvesting vast amounts
of web pages, we may visit links to malicious web pages. Often, such hostile domains are blackholed.
One possible method for blackholing uses DNS, and in such a solution, blacklisted domains return as
response unreachable addresses – for example, 127.0.0.1. The initial experiments confirmed that such
behavior exists.

The second most crucial aspect concerns providing information to the web server owners that the
harvesting we perform is not a hostile activity, but a research one related to the DISSIMILAR project.
Of course, there should be a possibility for web server owners to remove their addresses permanently
from the list, which we use for experimental purposes. We investigated various methods for informing
web server owners about our research and related activities. The first one utilizes the same IP address
used for harvesting as a web server. The hosted web page contains information concerning our research,
and a form that can be used by the website owners to permanently remove their addresses from our
analyses. The second option utilizes some custom HTTP headers and provides information about the
conducted DISSIMILAR-related research and links to web pages with more details. Currently, we have
not decided which option is better and would be utilized during the final analysis.

8 Expected impact

The envisioned expected impact of the DISSIMILAR project is threefold:
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• For online social media users, this project will provide tools to distinguish between original
and altered multimedia content. With these, we expect to enhance the credibility of legitimate
news and original content, and minimize the negative effects of fake news. The proposed digital
watermarking-based system will allow detecting fake news and their origin, and thus, the aware-
ness of the users of the social media platforms will increase. It will also provide users with tools to
manage the potential harmful influence of fake news. With a similar goal, to increase the awareness
of the users, the proposed detection tools will also help to detect deep fakes, which are especially
difficult to spot and extremely damaging for people appearing in such multimedia contents. The
extraction of suitable features from fake contents will be robust against GAN that can fool specific
fake detecting methods. Our approach will not be limited to passive signal processing techniques.
The combination of active techniques such as data hiding in multimedia content will be a remark-
able approach and the multimodal solution will lead a new trend in the detection of fake contents.

• From the content producers’ point of view, by tracking authorship in the creation (and, potentially,
transformation) of digital content, digital watermarking will help to counter the interaction be-
tween untrackable content generation or modification and an authorship factor. Watermarks may
prevent a given content producer having to deal with image or trust issues due to fake content
attributed to them –and thereby trust issues on digital networks more broadly.

• From a scientific point of view, this project will produce several publications that will improve sci-
entific knowledge in different technical fields (i.e., digital watermarking, ML, and signal process-
ing). Furthermore, publications from the user experience study will provide valuable knowledge
on the understanding of the social aspects related to the impact of fake news and their redistribu-
tion.

9 Conclusion and Future Work

Fake news distribution via online social platforms has been becoming an increasing problem for the
whole societies, and it has been already proved that this may cause real casualties. That is why, in this
paper, we present a framework that is designed to detect fake news in the multimedia content. This
system is developed within a DISSIMILAR project that has started in June 2021 and is collaboratively
executed by an international consortium consisting of three partners from Spain, Poland, and Japan.

The ultimate goal of DISSIMILAR is to create tools which utilize digital watermarking techniques,
machine learning, and signal processing, which will enable identifying fake news in social media net-
works. Additionally, a user experience study is planned to determine, based on the experiences collected
from diverse (e.g., in terms of geographical location, gender, age, etc.) users, implications for the design,
implementation, integration, and evaluation of the developed tools. Note that this project also aims to
increase awareness and attract more research from various academic and industry communities to re-
duce the influence and spread of fake news among social media platforms. It should be also emphasized
that, in DISSIMILAR, we offer an interdisciplinary solution that conveniently merges information hid-
ing methods, machine learning techniques, and multimedia forensics, including analyses of social and
cultural challenges related to fake news.

We treat this paper as an initial step toward the above-mentioned goals. In more detail, we focused
mostly on extensively characterizing the architecture of the DISSIMILAR framework and the test-bed
platform that would be used to evaluate various fake news detection approaches.

As our next step, we plan to produce a DISSIMILAR prototype that will prove that a combination of
data hiding, machine learning, and multimedia forensic techniques would create an efficient and effective
fake news detection platform that would be more successful than partial solutions on their own. Although
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such proof-of-concept prototype will be enriched with a first set of digital watermarking and machine
learning algorithms with a user-centric design, we also intend to share the created platform to the security
community so other researchers and developers are able to contribute with improved and possibly more
effective solutions by modifying some of its components.

Our future work envisions creating the main components of the platform, i.e., digital watermarking
techniques, detection schemes relying on machine learning, and multimedia forensics. Finally, we plan to
implement an evaluation platform that will be able to reliably perform experiments for different detection
approaches using real-life data sets of multimedia content.
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