
Science of Computer Programming 234 (2024) 103079

Contents lists available at ScienceDirect

Science of Computer Programming

journal homepage: www.elsevier.com/locate/scico

Original software publication

HFCommunity: An extraction process and relational database to 

analyze Hugging Face Hub data

Adem Ait a,∗, Javier Luis Cánovas Izquierdo a, Jordi Cabot b

a IN3 – UOC, Barcelona, Spain
b Luxembourg Institute of Science and Technology, University of Luxembourg, Esch-sur-Alzette, Luxembourg

A R T I C L E I N F O A B S T R A C T

Keywords:

Mining software repositories

Data analysis

Hugging Face

Social coding platforms such as GITHUB or GITLAB have become the de facto standard for 
developing Open-Source Software (OSS) projects. With the emergence of Machine Learning (ML), 
platforms specifically designed for hosting and developing ML-based projects have appeared, 
being HUGGING FACE HUB (HFH) one of the most popular ones. HFH aims at sharing datasets, 
pre-trained ML models and the applications built with them. With over 400 K repositories, and 
growing fast, HFH is becoming a promising source of empirical data on all aspects of ML project 
development. However, apart from the API provided by the platform, there are no easy-to-use 
solutions to collect the data, nor prepackaged datasets to explore the different facets of HFH. We 
present HFCOMMUNITY, an extraction process for HFH data and a relational database to facilitate 
an empirical analysis on the growing number of ML projects.
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1. Motivation and significance

Hugging Face Hub (HFH) is a social coding platform created as a specific solution for hosting and developing ML-based projects. 
In contrast with other general-purpose platforms such as GITHUB or GITLAB, HFH aims at sharing datasets, pre-trained ML models 
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Fig. 1. Architecture of HFCOMMUNITY.

and applications built with them (spaces in HFH terminology). As of July 2023, HFH hosts more than 400 K repositories, and this 
number is growing fast. However, current access to HFH is only available programmatically via the official API, which hampers the 
collection and exploration of the different facets of the platform. Furthermore, the HFH API does not provide information about the 
evolution of files (e.g., commits and modifications), which is a key aspect for understanding the development of ML projects.

In this software paper, we present the extensions to the architecture, extraction process and database behind HFCOMMUNITY [1], 
a tool that enables researchers to discover HFH data and community insights by collecting and sharing HFH data via a relational 
database. HFCOMMUNITY provides domain-specific concepts such as models, datasets, and spaces, thus facilitating its exploration 
and querying via SQL-like languages.

Most works on extraction processes target on general-purpose platforms like GITHUB (e.g., GHTORRENT [2] and GITHUB 
ARCHIVE1). There are also API crawler tools such as PROMETHEUS [3] or GHCRAWLER,2 which facilitate the retrieval of platform 
data via its API. Nevertheless, to the best of our knowledge, ours is the first full software pipeline aimed at facilitating the analysis 
of HFH data, thus complementing these previous approaches.

2. Software description

HFCOMMUNITY is a dataset built via a data collection process relying on HFH API and Git. While the former provides information 
about platform and community activity, the latter covers data about project file evolution. Next, we describe the dataset components 
and the data collection process.

2.1. Software architecture

Fig. 1 shows the architecture of HFCOMMUNITY, which is composed of two main components: the Dataset Creator and the Website. 
The former queries HFH data and Git repositories to create a snapshot of HFCOMMUNITY (see HFCommunity Database), while the 
latter includes the main documentation and dumps to be downloaded. We foresee that ML Experts may launch the Dataset Creator to 
create their own version of HFCOMMUNITY, while Data Analysts may download the dumps to perform their analysis.

2.2. Software functionalities

HFCOMMUNITY tool offers the following functionalities:

Extraction Process. This process is performed by the Dataset Creator, which includes extractors for HFH data elements (i.e., datasets, 
models, and spaces) and a database importer to store the extracted data. The extraction process supports incremental updates, that 
is, only the new data with regard to the last snapshot is actually extracted. The resulting database conforms to the HFCOMMUNITY

conceptual schema, which includes entities and relationships to query HFH data3 (e.g., model, dataset or space elements).

Community Analysis. HFCOMMUNITY datasets are provided as relational database dumps, which can be queried via SQL-like lan-

guages or data analytics tools to enable empirical studies on ML projects. Further insights or analysis can be portrayed by data 
analysts, being HFCOMMUNITY a facilitator of the data extraction process. Section 3 includes illustrative examples.

Tool & Dataset Download. The Website provides a landing page with essential information about HFCOMMUNITY and links to (1) 
the technical documentation, which describes how to launch the Dataset Creator and its main components; (2) the GITHUB repository 
of the tool with the ready-to-use scripts; and (3) the latest HFCOMMUNITY dataset dumps to be downloaded. A new release of a
HFCOMMUNITY dump is published every month.

1 https://www .gharchive .org/.
2 https://github .com /Microsoft /ghcrawler.
2

3 More information about the HFCOMMUNITY conceptual schema can be found at [1].

https://www.gharchive.org/
https://github.com/Microsoft/ghcrawler
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Fig. 2. Percentage of repositories with discussions in HFH.

SELECT
COUNT(DISTINCT d.repo_id) AS num_repos,
r.type

FROM discussion d
INNER JOIN repository r
ON d.repo_id=r.id
GROUP BY r.type

Listing 1: SQL query for metric shown in Fig. 2.

Fig. 3. Number of files in a repository of HFH.

SELECT
files_in_repo AS num_files,
COUNT(*) AS num_repos

FROM (SELECT repo_id,
COUNT(*) AS files_in_repo

FROM file f
GROUP BY repo_id) s

GROUP BY files_in_repo

Listing 2: SQL query for metric shown in Fig. 3.

3. Illustrative examples

Data available in HFCOMMUNITY enables the calculation of interesting metrics which may help to understand the dynamics of 
ML projects in HFH. For instance, discussions enable the collaboration in HFH repositories, thus promoting the communication and 
interaction between contributors. HFCOMMUNITY can be used to measure the usage of discussions according to the repository type. 
Fig. 2 shows the results of this metric and shows that very few repositories leverage this functionality. This metric can be computed 
thanks to a simple SQL query, shown in Listing 1.

Another example is the number of files in HFH repositories, which allows us to visualize the typical number of files found in 
a repository, and also detect empty repositories. Fig. 3 shows the results of this metric, and the Listing 2 shows the SQL query, 
revealing that almost a half of HFH repositories have less than 5 files. Furthermore, 14.8% of all repositories have only 1 file, which 
3

may reveal toy or test projects, or that the actual development may be performed on other platforms (e.g., GITHUB).
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4. Impact

Even though HFCOMMUNITY has been recently released, we believe it will have a significant impact on the ML and empirical 
software communities.

Enabling empirical studies for ML projects. We believe that HFCOMMUNITY opens the door to new empirical studies focused on 
ML and AI projects, to complement existing literature (e.g., [4]) and to enable the replication of studies in other platforms (e.g., 
[5,6]), thus allowing understanding the dynamics of this kind of projects and communities. Furthermore, it could have facilitated 
the data extraction of recently published studies (e.g., [7,8]).

Performing longitudinal studies in HFH. As HFCOMMUNITY is released on a monthly basis, it enables the study of the evolution 
of the HFH platform, thus allowing its comparison with the evolution of other platforms. For instance, the study of the Diffusion of 
Innovation [9] may help to study whether the platform is gaining or losing momentum.

Reference conceptual schema for code-hosting platforms. The conceptual schema used in the HFCOMMUNITY [1] may be used as 
a reference schema for other code-hosting platforms, such as GITHUB and GITLAB, thus helping to create a common representation 
for their main entities and relationships, and serve as a starting point to offer multi-platform extractors.

5. Conclusions

In this paper, we have presented HFCOMMUNITY, a relational database collecting the information about the HFH repositories and 
community discussions, together with the process to populate this database by extracting information from HFH artifacts and their 
corresponding Git repositories.

As future work, we are interested in applying NLP-based techniques to extract additional information from repository descriptions, 
which may be useful to include fine-grained annotation data for explainability analysis [10]. We also plan to leverage on HFCOM-

MUNITY as a data source to perform empirical studies already published in GITHUB to compare HFH to other code hosting platforms, 
along with the evaluation of the effectiveness of our approach. Finally, we will consider other sources to enrich HFCOMMUNITY such 
as PAPERSWITHCODE,4 which hosts ML articles and their metadata, to detect mirror repositories in other platforms.
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