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Cloud computing emerged as a centralised paradigm which made “infinite“ computing resources available 
on demand. Nevertheless, the ever-increasing computing capacities present on smart connected things and 
devices calls for the decentralisation of Cloud computing in order to avoid unnecessary latencies and fully 
exploit accessible computing capacities at the edges of the network. Whilst these decentralised Cloud models 
represent a significant breakthrough from a Cloud perspective, they are rooted in existing research areas 
such as Mobile Cloud Computing, Mobile Ad-hoc Computing and Edge computing. This paper analyses the 
pre-existing works so as to determine their role in Decentralised Cloud and future computing development. 
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1 Introduction 

Computing is increasingly pervasive in all aspects of our life. Mobile phones capacities have 
expanded from a few Mbs of memory and MHz processors fifteen years ago, to the stimulating 
mobile computing environments we currently have at our disposal. Present-day smartphones are 
equipped with touch screens, multiple sensors, diverse networking capacities, massive storage 
and high-end multi-core processors comparable to a room-sized supercomputer from the 1980 
[91]. Computing is not solely present on our smartphones, but also in our cars, televisions, 
cameras, and not to mention refrigerators. This trend is not expected to be reversed in the short 
term. Along with advent of IoT smart fabrics, autonomous cars and connected roads, diverse 
forms of nano-computing, smart cities, smart homes, and robots are expected to be a predominant 
part of our everyday life. As these smart connected things are increasingly enriched with 
computing power capabilities, there will be the need for these to go beyond rigid basic 
programming models to become fully networked computing systems capable of delivering 
advanced features and behaviours on the move and while interacting with their surroundings. 
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Fig. 1. Cloud, Edge, Mobile Cloud and Ad-hoc Cloud Computing evolution paths. 

Soon sensors, actuators, robots, drones, routers, servers and cars will only be seen as particular 
forms of infrastructure elements in the so-called Decentralised Cloud. In the Decentralised Cloud, 
computing will no longer be constricted to specific devices but will be virtually embedded and 
pervasive to everything, enabling an unprecedented computing continuum [3]. 

Cloud computing initially emerged in the space in which "we transitioned from an era in which 
underlying computing resources were both scarce and expensive, to an era in which the same 
resources started to be cheap and abundant" [53]. Current approaches for Cloud computing are 
based on dedicated Data Centres managed by enterprises where resources are perceived as 
unlimited, in which everything is delivered as a service in stationary resources set-ups. Cloud 
computing has enabled the democratization of computing. It has provided the illusion of infinite 
computing and allowed for the radical acceleration of commoditization of computing by making 
the concept of utility computing a reality. 

Existing Cloud computing developments emerged as part of a centralized paradigm in which 
large and fully equipped Data Centre concentrate the available computing power. Gartner‘s Edge 
Manifesto [31] has demanded “the placement of content, compute and Data Centre resources on 
the edge of the network, closer to concentrations of users. This augmentation of the traditional 
centralized Data Centre model ensures a better user experience demanded by digital business“. 

Initial steps towards decentralisation of Cloud Computing are being realised through the 
emergence of Fog [13] and Edge computing [30]. These are recognised to be rooted in the Cloudlet 
concept in Mobile Computing [8], [83]. 

Edge and Fog computing are currently being developed under the premise of static computing 
devices (or sets of them) which serve as computing environments located in the vicinity of data 
generation areas in order to avoid latencies generated by application of Cloud computing to IoT 
scenarios. In this context, IoT devices are solely considered as mere sources of data presenting 
minimal actuation capacities. 

Nevertheless, the expected gains in complexity of IoT devices becoming “Intelligent things“ 
anticipate a future in which connected things go beyond existing basic data gathering and 
actuation and offer enhancements to execute deep learning and AI processing. Therefore, this 
evolution will bring about novel opportunities to future evolution of Edge computing by summing 
up ever increasing computing capacities available in “Intelligent Things “ at the edge of the 
network. 

“Intelligent things“ are assembles of a set of computing and storage resources with diverse 
actuators and sensors, conceptually similar, to Mobile Devices. Connections among Mobile Cloud 
Computing and Evolution of Edge Computing do not end here: the fact that “Intelligent things“ 
have a number of constraints in their size and energy harvesting is also shared with Mobile Cloud 
computing works. 

Additionally, the fact that “Intelligent things“ are capable of moving raises novel challenges 
with regard to resource reliability, unstable connectivity and overall computing environment 
dynamicity, which for a number of years have been deeply analysed in the context of Mobile 
Cloud Computing. This reinforces the idea that future evolution of Edge computing has an 
intrinsic relationship with Mobile Cloud Computing. 
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Beyond existing Mobile Cloud Computing Cloudlet and Edge computing concepts relation, we 
claim that Mobile Cloud and Ad-hoc Computing concepts create novel forms of distributed and 
opportunistic computing which will become a key building block for the evolution of existing 
Cloud and Edge computing towards the Decentralised Cloud. As illustrated in Figure 1 evolution 
paths of these technologies have so far occurred in parallel, however we anticipate their 
convergence in the Decentralised Cloud Concept.  

Table 1. Cloud, MCC, MAC, Edge computing concepts comparision 

 Cloud Computing  Mobile Cloud 
Computing  

Mobile Ad-hoc 
Computing  

Edge Computing  

Motivation  To provide IT 
services on-
demand  

To provide 
additional capacity 
to resource 
constrained mobile 
devices  

To provide additional 
capacity to resource 
constrained mobile 
devices  

To reduce latency in 
computation tasks of 
Data Generated by 
IoT  

Client  Any application  Mobile applications  Mobile applications  IoT applications  
Resource Nature  Steady servers in 

Data Centres  
Mobile devices 
complemented with 
capacity on Cloud 
computing 
environments, 
Steady servers 
located in the 
vicinity (cloudlet) 
or other Mobile 
devices  

Mobile devices 
complemented with 
capacity of other 
Mobile devices  

IoT devices 
complemented with 
capacity of steady 
servers located in the 
vicinity of IoT data 
generation areas  

Means to 
acquire 
additional 
capacity  

Federation with 
other Clouds  

Cloud, Cloudlet and 
other mobile 
devices  

Other mobile devices  Cloud  

Optimisation 
problem  

Capacity, QoS  Energy, Capacity  Energy, Capacity  QoS (latency)  

Representative 
Commercial 
Offerings  

AWS, MS  Azure, 
Google Cloud  

None  None  AWS Greengrass, 
Azure IoT Edge, 
FogHorn  

Standardisation  NIST, ETSI, SNIA, 
DMTF,OASIS, etc.  

None  None  OpenFog 
Consortium, ETSI  

This work aims at making a novel contribution by providing a systematic literature review of 
works in the areas of Mobile Cloud Computing, Mobile Ad-hoc Computing and Edge computing 
helping to identify their relations and existing developments as potential contributions to further 
evolution of Decentralised Cloud concept. In Section 2 we identify the diverse models of 
decentralised cloud we encounter in today’s literature including the specific relations among 
them. Then, Sections 3, 4 and 5 elaborate on the details of these different approaches. Namely, 
Mobile Cloud, Mobile Ad hoc Cloud and Edge Computing. For each of these we define existing 
challenges and approaches; and we analyse existing works according to the defined taxonomies. 
To conclude we observe significant gaps still to be covered by research in order to make the 
decentralised Cloud vision a reality.  
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2 Background 

The movement towards Cloud decentralisation is a novel approach from a Cloud perspective. 
There is extensive research in the areas of Mobile Cloud Computing (MCC), Mobile Ad-hoc 
Computing (MAC) and Edge computing which can be explored so as to gain understanding of 
existing approaches and challenges this poses. Figure 2 provides a high level view identifying 
relations among these technologies. Table 1 details conceptual differences and similarities in their 
current approaches. 

 

Fig. 2. Relations among Decentralised Cloud models. 

Cloud computing [64] initial developments revolved around on the Infrastructure as a Service, 
having AWS EC2 as its main representative. Nowadays Cloud computing is considered both a 
business and delivery model which permits the acquisition of a wide range of IT capabilities 
encompassing from infrastructure, development environments and security features to final user 
applications. Thus, making truly real the idea of an infinite all-purpose elastic IT utility in which 
everything is open to being consumed by anyone, from anywhere “as-a-Service“. Cloud 
Computing supports elastic delivery of services which in the case of major Cloud providers are 
delivered from centralised Data Centres distributed across diverse regions all around the world. 
While this approach has been proven to be powerful for a very large number of scenarios, Internet 
of Things (IoT) and massive number of connected Things bring novel challenges to its 
development addressed through Edge and Fog Computing. 

The emergence of Internet of Everything - the networked connection of people, process, data 
and things  - is expected to exponentially grow the number of connected devices worldwide, from 
billions of units available today, to orders of magnitude of tens of billions of units expected to be 
deployed in the coming years. At present we are observing evolutionary forms of Cloud 
Computing, such as Edge and Fog, starting to break the Data Centre barriers so as to provide 
novel forms of computing embracing computing power and data resources increasingly 
obtainable everywhere. These are forcing existing Cloud computing environments which 
emerged as part of a centralisation paradigm to evolve to decentralised environments avoiding 
drawbacks of large data movements and latency, specifically found in IoT scenarios [19]. These 
new forms of Cloud are making the Cloud concept create a more distributed approach in order to 
lead to better performance and enabling a wider diversity of application and services, 
complementarity to traditional X-as-a-service cloud models which is used as resource rich 
environment. 

Major cloud providers such as AWS [84] and Azure [4] are increasingly featuring Edge 
Computing services, as a way to extend their offerings for IoT scenarios. In doing so, Edge 
computing has become an evolution of well-established Cloud offerings. 

Both for Edge, Fog and Mobile Cloud Computing traditional Cloud models are perceived as the 
resource rich environment to be used in order to extend limited capacities of these environments. 

In parallel to the hype around Cloud computing, mobile technologies experienced an 
unprecedented growth both in development and adoption. Mobile Devices and Cloud Computing 
have increasingly evolved in the concept of MCC. MCC is a research area which “aims at using 
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cloud computing techniques on storage and processing of data mobile devices“ [35].In traditional 
approaches to MCC, Cloud computing environments are used to overcome Mobile devices 
limitations. In order to do so, three different approaches can be found in literature to augment 
limited mobile devices capabilities:  

1. approaches which boost mobile devices capabilities with resources from Cloud 
environments, by means of public or private environments; 

2. approaches which rely on servers located close to the mobile device position, called 
Cloudlets and 

3. approaches which are dependent on other mobile devices to increment their capacities, 
recently coined under the term MAC. 

MCC Cloudlet concept [80] is a precedent to Edge and Fog computing. It defines the concept 
of a proximal cloud that brings closer computing capacities so as to avoid latency to the mobile 
devices its serves. Diverse authors have drawn on this connection. Examples of these are [79], 
[83] and [8]. 

The forms of MCC which consider other Mobile Devices to make use of their available 
resources recently have been classified as Mobile Ad-hoc Cloud Computing [97]. The concept of 
MAC develops a common umbrella term for a number of works both in MCC and other research 
environments which consider mobile devices as valid execution resources [97]. Historically, MCC 
motivation has been the need to extend Mobile Devices limited resources to richer execution 
environments. Fuelled by the increased capabilities of Mobile Devices, this research area aims to 
go beyond these approaches considering the Mobile Device a valid Cloud resource and therefore 
capable of taking part in Computing infrastructures. Although the concept had already been 
addressed in previous MCC works, it presents the characteristic of the opportunistic behaviour 
of the environments very much of interest for the development of decentralised Cloud concept. 

The call towards the decentralisation of Cloud computing is present in a wide variety of works 
and under diverse terms. [79] contextualises the current trend towards Cloud computing 
decentralisation in the context of alternating waves of centralisation and decentralisation which 
have affected computing since the 60’s. In these, centralisation of computing has been prevalent 
in 60’s and 70’s through batch processing and timesharing and in the 2000’s employing traditional 
centralised Cloud computing models; whereas alternating with decentralisation in 80’s and 90’s 
via the emergence of personal computing and in which Edge computing presents the last episode 
of this on-going trend. 

Shi [86], among many authors, has explained the need of decentralisation motivated by the 
development of richer IoT devices which have changed their role from simple data consumers to 
rich data providers. Overall rich IoT devices are expected to generate such amounts of data that 
in the longer term it will become impractical to centralise all their processing. 

Garcia-Lopez [30] further elaborates the factors that call for placement of computing at the 
edge with the help of five elements: Proximity, bringing facilities to distribute and communicate 
information; Intelligence, due to the fact that IoT devices increase computing capacities at a rapid 
pace; Trust and Control, by permitting data sources to remain in control of generated data and 
application management; and Humans, making them the centre of all interactions. In addition, 
Garcia-Lopez recognises further research challenges to be addressed in Cloud computing for 
realising novel highly distributed Edge architectures and middleware which go beyond Hybrid 
Cloud developments and coping with specific challenges of decentralisation and ”computation 
trade-offs between mobile terminals and cloud servers”. These are expected to have to deal with 
issues affecting stability on the availability of edge devices, such as devices‘ churn, fault tolerance 
and elasticity aspects; all of them being core aspects of research in Mobile Cloud Computing in 
the last years. 
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A similar approach is taken by Varghese when analysing the future of Cloud computing in the 
next decades in [94]. It precisely identifies MCC Cloudlet and MAC concepts as foundations for 
the evolution of Cloud Computing infrastructure towards the decentralised computing 
infrastructure in which resources are away from the Data Centre boundaries. 

At the time of writing, there is still not a term that delimits the above mentioned highly 
decentralised computing infrastructure. Some authors such us [23] refer to this just as Edge 
Computing, declaring that existing Edge Computing development just reflect an embryonic 
evolution stage of what it can become by utilising the incorporation to the concept of ”smart 
phones, sensor nodes, wearables and on-board units where data analytics and knowledge 
generation are performed which removes the necessity of a centralised system”. 

Other authors prefer to define a specific term for this foreseen Edge capacity advancement. 
This is the case for Villari [95] who defines Osmotic Computing as ”a new paradigm to support 
the efficient execution of IoT services and applications at the network edge”. Osmotic Computing 
considers again distributed across Edge and Cloud application execution elaborating on MCC 
concepts to define its evolution requirements while acknowledging the need of reverse “mobile 
(cloud) offloading“ mechanisms which move functionalities from Cloud computing to Edge 
devices. [11] has coined the term Tactile internet for the evolution of Fog (Edge) computing that 
combined with developments in SDN and NVF able address requirements for ultra low latency 
and high availability required in scenarios such as ”autonomous vehicles, haptic healthcare and 
remote robotics” among others. 

Back in 2014, Lee [55] invented the TerraSwarm concept, as a set of technologies able to 
integrate cyber and physical worlds in a way that ”Mobile battery-powered personal devices with 
advanced capabilities will connect opportunistically to the Cloud and to nearby swarm devices, 
which will sense and actuate in the physical world”. These herald beginning of a close link which 
can be detected among MCC and MAC and the future of Cloud and Edge Computing. It is 
interesting to note that the consideration of Mobile device in TerraSwarm was also surpassing 
existing smartphone technology, but also considering Autonomous vehicles and Unmanned aerial 
vehicles (UAVs). While these, still today, seem futuristic scenarios, analysis of UAVs as “near user 
edge devices which are flying“ was provided in [56]. This was anticipating the use of mobile cloud 
computing cloudlet servers in the air on drones as “Data mules“, able to bring data where it can 
be better processed, or by means of the development of “Fly-in, Fly-out infrastructure“, able to 
provide punctual computing services in a specific location. 

However, today specific implementations of these are starting to emerge, showing their 
potential to develop in the medium term. Some of the most noteworthy examples are as follows: 
[43] who provides a Cloudlet mounted in a UAV that provides offloading capabilities to a series 
of static mobile devices and [92] which develops an opportunistic computational offloading 
system among UAVs. 

All these works evidence that the nature of UAVs, and generally speaking robots and 
autonomous vehicles, share device characteristics with traditional mobile devices in the form that 
they present constraints in terms of computational and storage capacity, battery and energy 
supply limitations. Together with the fact of relying on unstable network links due to mobility, 
which drives to specific device reliability and volatility issues not yet explored in stationary 
resource environments present in Edge and Cloud computing today. 

While specific needs of Smartphones have driven the development of MCC, we anticipate that 
the emergence of rich IoT devices in the form of “intelligent things“ will push towards the 
development of Decentralised Cloud. 

Whereas it is widely recognised that MCC Cloudlet concept is the precursor of Edge 
computing, further evolution of this concept will be rooted in other forms of Mobile Computing, 
which has relied on the interconnection of constrained devices to resource richer environments 
in traditional clouds, and more importantly, in the opportunistic formation of computing 
infrastructures among mobile devices and MAC. 
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This will be motivated by the on-going trend towards decentralisation but also by the 
increasing pressure to take advantage of all available computing capacity. As the evolution of 
Moore’s law is progressively reaching its limits and computing demands will solely increase with 
the advent of more complex IoT devices and their expected data deluge generation. Parallel 
advances in Deep learning and artificial intelligence will intensify this need by multiplying the 
requirement for complex processing at the Edge. 

All together it evidences the need for Cloud and Edge computing to drawn inspiration from 
and explore in depth evolutions that have happened in the context of MCC and MAC in order to 
address novel challenges that Decentralised Cloud is bringing to this context, removing the 
boundaries which have existed up to this point among these technologies employing resources 
that are analogous in nature. 

A clarification should be done about the terms used in the rest of this paper. At the time of 
writing, there is still much controversy regarding the use of Fog and Edge computing terms. 
OpenFog consortium [67] in its reference architecture [34] alludes to the fact that Fog Computing 
is often erroneously named Edge Computing, and argues it in the differences at levels of Cloud 
interaction, hierarchy and layers and aspects addressed. In particular indicates that “Fog works 
with the cloud, whereas edge is defined by the exclusion of cloud. Fog is hierarchical, where edge 
tends to be limited to a small number of layers. In additional to computation, fog also addresses 
networking, storage, control and acceleration.“ [34] Fog Computing is a term coined by CISCO in 
its enlightening paper “Fog Computing and Its Role in the Internet of Things“ [13]. In this 
publication, Fog computing is defined as a “highly virtualized platform“ between end-devices and 
Data Centre clouds which provides compute, storage, and networking services (see section 4 for 
details on definition). Recent publications of OpenFog Consortium blog [51] extends this 
definition, to consider Fog Computing “a continuum or a range of computing that goes from the 
cloud, to the edge, to the devices“. 

Currently, many authors are considering “Fog Computing“ a vendor specific term, and 
therefore opt for using “Edge Computing“ term. ETSI has also coined the term “Mobile-edge 
Computing“ [25] , which explicitly focus on the Network aspects of the technology. 

While the research and standardisation communities are currently debating the appropriate 
term to use, major cloud and technology providers have released related products, tagged as Edge 
Computing, to the market. These commercial products do not adjust to differentiation levels 
provided by OpenFog Consortium, instead, they consider Edge computing all computing 
environments outside Data Centre boundaries. The growing popularity of these products, 
evidenced by Google Trends “Fog Computing” and “Edge Computing“ comparison of terms [33], 
makes us opt for using the Edge computing term throughout this paper. However, as our work is 
a literature survey, both terms Fog and Edge Computing will be used as synonyms, making use 
of the term used by the referenced author in the different analysed studies. 

3 MOBILE CLOUD COMPUTING (MCC) 

MCC is an area of research meant to connect Mobile Computing [77], [78], [90], Cloud computing 
[64]and even, certain aspects of networks management [75]. There are manifold approaches and 
definitions, yet in general they all have the same principle at their core which is to apply to 
mobile’s devices compute and storage processes techniques from cloud computing [35]. Some 
examples of these definitions are provided below:  

 [74] defines MCC as “a rich mobile computing technology that leverages unified 
elastic resources of varied clouds and network technologies toward unrestricted 
functionality, storage, and mobility to serve a multitude of mobile devices anywhere, 
anytime through the channel of Ethernet or Internet regardless of heterogeneous 
environments and platforms based on the pay-as-you-use principle“. 
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 For [16] MCC represents “an emergent mobile cloud paradigm which leverage mobile 
computing, networking, and cloud computing to study mobile service models, 
develop mobile cloud infrastructures, platforms, and service applications for mobile 
clients. Its primary objective is to delivery location-aware mobile services with 
mobility to users based on scalable mobile cloud resources in networks, computers, 
storages, and mobile devices. Its goal is to deliver them with secure mobile cloud 
resources, service applications, and data using energy-efficient mobile cloud 
resources in a pay-as-you-use model“. 

 [50] describes MCC as “a model for transparent elastic augmentation of mobile device 
capabilities via ubiquitous wireless access to cloud storage and computing resources, 
with context-aware dynamic adjusting of offloading in respect to change in operating 
conditions, while preserving available sensing and interactivity capabilities of mobile 
devices“. 

MCC has been recognised as a beneficial technology for diverse fields of mobile applications 
in [65].  By means of concrete application examples, it details mobile applications that take 
advantage of MCC in areas which comprise: Mobile commerce, using MCC as the mechanism 
that allows handling mobility in operations such as “mobile transactions and payments and 
mobile messaging and mobile ticketing” [65]; Mobile learning, applying MCC in order to 
overcome shortcomings in terms of devices costs, available network, computing and storage 
resources, as well as, access to limited educational resources; Mobile healthcare, in which MCC 
is employed as a tool that permits efficient access to information making specific emphasis in the 
necessary security and data protection aspects; Mobile gaming, enabling these kind of 
applications to access resource richer environments. In addition to these, MCC is considered 
admittedly useful for content sharing, searching services and collaborative applications [65]. 

3.1 MCC Challenges 

Challenges in the scope of Mobile Cloud fall into four groups: Firstly, we can mention the ones 
inherent to the use of mobile devices. These are related to the limitations mobile devices in 
resources and battery and ability to perceive context and location. In addition to these, challenges 
related to the different approaches favoured to deal with these constraints such as Network 
Connectivity, Security and Off-loading & Application Partitioning are detailed. These are 
represented in Figure 3 taxonomy.  

 

Fig. 3. Mobile Cloud Computing Taxonomy. 

Inherent Mobile Devices Challenges 
Resource and Energy scarcity:  While initial works in the area of Mobile Computing 

considered overcoming devices’ limitations as the major issue for performance associated to 
resources hardware characteristics [15], [78]. Authors today acknowledge the substantial 
augmentation of devices capacities in terms of CPU, memory, storage and others, such as the size 
of screen or associated sensors [70]. Nevertheless, battery lifetime is still often perceived as a 
main roadblock due to the effect it has on mobile resource availability. With this regard, [74] 
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acknowledges existing efforts to optimise, by means of applying offloading technics, energy 
utilisation on the mobile device and the fact that this cannot always reduce energy. Other authors 
do not regard energy management and battery restriction as an issue for present-day Mobile 
Cloud Computing [65] ,[101]. Specifically [65] presents MCC as a promising solution that can 
help to reduce power consumption in mobile devices without having to perform changes into the 
devices structure or hardware and taking advantage of software off-loading techniques. 

Context and Location: Guan in [35] underlines the fact that mobile devices allow the 
assessment of certain information from the device itself without the user’s interaction. Two types 
of contexts are identified: spatial context, related to location, position and proximity; as well as, 
social context, context extracted from user’s or groups interactions. [74] describes obstacles which 
radiate from the management of this context owing to the exponential growth of context and 
social dynamism related to context storage, management and processing on resource constrained 
mobile devices.  

Network Connectivity  
The nomadic nature of Mobile devices and the fact that they rely on wireless networks as a 

challenge for Mobile Cloud in [70]. Wireless networks are “characterized by low-bandwidth, 
intermittent and lower reliable network protocols is considered and as a factor that affects latency 
and therefore, unfavourably affects energy consumption and response time”[74].[65] adds to this 
list availability issues and heterogeneity among different wireless networks interfaces applied. 
[65] explicitly cites as sources for availability issues, the aspects of traffic congestion, network 
failure and signal loss. In terms of  heterogeneity, [65] considers diversity on the radio access 
technologies, precisely determining the MCC needs with regards to continuous connectivity, on-
demand scalability and energy efficiency. In order to address all these issues approaches based in 
local clouds or cloudlets have been developed. These are examined in detail in [26], [32], [76], 
[80]. In this context, [102] tackles the aspect of wireless intermittent connectivity among mobile 
devices and cloudlet environments, as a MCC key distinctive aspect. It develops a dynamic 
offloading algorithm which regards user’s mobility patterns and connectivity to diverse 
geographically disperse cloudlets. In addition, it examines cloudlet’s admission control policies 
based on user’s distance to the cloudlet and cloudlet’s coverage areas. 

Security  
[28] concedes the fact that although many authors cite the need to provide the appropriate 

security context for Mobile Cloud Computing Services execution, the issue has been barely 
touched upon thus far. Specific analysis of Authentication and Privacy and Security issues are 
exhibited in [2], [61]. 

[88] underlines that fact that ” privacy measures are required to ensure execution of mobile 
applications in isolated and trustworthy environments while security procedures are necessary 
to protect against threads, mainly at network level“. The analysis of privacy and security issues 
featured in [29] does not specifically concentrate on Mobile Cloud Computing issues, but rather 
reports well-known issues in the context of Cloud computing which involve the providers access 
to to user‘s virtual infrastructure or mobile physical threads associated with lending, lost or thieve 
of mobile devices or connection to public open network infrastructures.  

Conversely, [46] provides a careful analysis and draws a detailed comparison of existing 
Mobile Cloud Computing security frameworks. Conclusions point to the fact that the majority of 
security frameworks overlook the trade-off between energy consumption and security 
requirements. It identifies hurdles which can be surmounted at the level of “data security, network 
security, data locality, data integrity, web application security, data segregation, data access, 
authentication, authorization, data confidentiality, data breach issues, and various other 
factors“[46].  

Off-loading & Application Partitioning  
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Many of Mobile Cloud Computing perspectives today revolve around application offloading 
and partitioning techniques in order to augment mobile device capacities [28]. Off-loading consist 
of moving part of the mobile computational workload to more resource-rich servers in 
heterogeneous Cloud models [52]. 

Research in Off-loading techniques [54] often contemplates a set of well-delimited phases 
which include:  

 Decision to offload: Offloading has been viewed as a means to save energy and /or 
improve performance of mobile devices; however both feasibility and acquired 
benefits depend on factors such as available network link and amount of data to be 
transmitted. Considering the trade-off between offloading costs (commonly in terms 
of time, performance and energy) versus local processing costs, plays a key role in 
reaching offloading decisions. 

 Decision of application parts to off-load: The offloading granularity can be taken 
statically; this is pre-determined in the mobile application execution flow at 
application development time; or dynamically, determined at runtime based on the 
execution context at a given time[52], [54]. The granularity of parts of the application 
candidates to be offloaded ranges from offloading the complete application, so called 
coarse-grained methods; to fine-grained methods which consider specific application 
parts both at level of object, method, class, function and even tasks[24]. 

 Selection/Definition of infrastructures to off-load: Both specific framework analysis 
and literature surveys in the offloading topic consider this step, not as the selection 
of a computing infrastructure, but a specific server or surrogate selection in a pre-
defined infrastructure [24], [52], [54]. Very frequently, application partitioning 
mechanisms include mechanisms to optimize mobile device at the level of processor 
augmentation, energy savings, execution cost and bandwidth utilization [28], [29], 
[70], [88]. 

3.2 MCC Models 

Multiple papers tackle the issue of workload offloading from mobile devices to resource richer 
environments. These can be classified according to four main perspectives, depicted in Figure 4:  

 

Fig. 4. Classification of Mobile Cloud Computing models. 

 Off-loading to Server: By means of offloading to specific servers, which can be located 
or not in a Cloud environment, it provides resources to alleviate mobile resource 
constraints; 

 Off-loading to Cloud: through use of private or public Cloud computing 
infrastructures; this considers the execution of off-loaded application parts often to 
virtual machine executing in a IaaS provider [1]. 

 Off-loading to Cloudlet: By means of using of Local computing infrastructures or 
Cloudlets [80]. These aim to reduce the overhead network latency derived from the 
use of distant traditional cloud infrastructures by using local infrastructures, 
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cloudlets, closer to the mobile device location. [82] further develops this concept by 
regarding the cloudlet as an intermediary step between the mobile device and the 
cloud, in a three-tier hierarchy in which the cloudlet is deemed to be a “Data Centre 
in a box“ set-up so as to “bring the cloud closer“ to the device [81], therefore reducing 
latency. Conceptually, the idea of Cloudlet is the building block which sustains Fog 
Computing. This is further developed in section 5. 

 Off-loading to mobile device / Ad-hoc Cloud: By using additional mobile devices 
capacity, commonly labelled as surrogates. Recently, under this standpoint a novel 
concept has been formulated through the development of Ad-hoc mobile cloud 
concept. 

3.3 Analysis of Existing Works in MCC 

Drawing on the previously identified Mobile Cloud Computing Challenges and Models we define 
the taxonomy that is depicted in Figure 3. In the sections that follow we employ the Mobile Cloud 
Computing models for categorisation of existing works. 

3.3.1 Approaches Based On Server Off-Loading. The model considers off-loading from Mobile 
device to a fixed external server, which can be or not hosted in a cloud environment. 

“MAUI: Making Smartphones Last Longer with Code Offload“ MAUI [21] targets 
reducing energy consumed by mobile devices while executing resource intensive applications. It 
offers fine-grained application off-loading at level of method. 

MAUI was defined by Microsoft research in 2010, being one of Mobile Cloud Computing 
precursor works, role in which is commonly referenced [28], [65] . MAUI‘s design goal is to 
overcome battery limitations of mobile devices. This work identifies the three most energy 
voracious categories of applications: video games and streaming, as well as, applications which 
focus on analysing data streams coming from mobile device‘s sensors. By means of .Net code 
portability features, MAUI maintains two versions of the application to offload; one executing at 
the mobile device (equipped with Windows mobile in an ARM architecture) and one running at 
the server (x86 CPU). MAUI architecture presents components which execute both on the mobile 
device and the server. MAUI programming model, based C# and Microsoft .NET Common 
Language Runtime(CLR), allows developers to annotate methods as remotable. These annotated 
methods are instrumented at compilation time with the aim of allowing application state transfer 
when offloading. In order to minimize the amount of transfer of serialized application state, it 
uses an incremental approach, solely engaged in transmitting differences between mobile and 
remote states in different method invocations. At runtime the MAUI determines for all 
instrumented methods whether to execute it on the mobile device or remotely in the server before 
each execution. 

Experimentation over MAUI’s performance has been performed using four distinct 
applications, three of them pre-build and are currently running on Windows mobile phones ( 
face-recognition, interactive video game and chess game applications), whereas a forth 
application was developed from scratch, a voice-based Spanish to English translator. For the first 
three, analysis of energy consumption and performance has been performed by comparing 
standalone execution of the application of the mobile application versus remote server execution 
based on a set of application metrics defined per each one of the mobile applications and 
considering several network conditions. 

“Cuckoo: a Computation Offloading Framework for Smartphones“ Cuckoo framework 
[45] targets application offloading for Android platform. Cuckoo design goals focus on providing 
a framework for mobile phones computation offload which allows energy consumption 
reduction, along with increased speed on execution of compute intensive applications for the 
Android mobile platform. The framework includes a programming model based on Java, 
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conjoined with a Runtime environment. It allows mobile to server fine-grained method offloading 
which presents two optimization models: minimizing computation time and mobile device energy 
consumption. Server side execution requires any environment running a complete Java Virtual 
Machine, whether it is a dedicated server, a local cluster, a VM in a Cloud environment or any 
other capable environment. 

To a certain extent, Cuckoo can be considered an analogous work in Java and Android 
platforms to previous .Net and Windows Mobile developments in MAUI. Having its main 
difference in the fact that Cuckoo permits to distinguish among code versions to be executed in 
the mobile device and the server [45] bring new capabilities for user system configurability. This 
mechanism while being powerful in some cases has been identified as a drawback in previous 
mobile cloud computing surveys due to the need of providing two versions of the same 
application code [28]. By the use of Ibis High performance computing system Cuckoo acquires 
new capabilities for remote server configurability compared to other Server Off-loading existing 
works. Cuckoo permits dynamic deployment and interoperability with remote servers in diverse 
execution environments. This way, Cuckoo is able to consider Off-loading to Server model, in 
remote servers in diverse execution environments (dedicated server, a local cluster, a VM in a 
Cloud environment, etc.) in a transparent manner enabled by the interoperability layer that Ibis 
facilitates. 

Cuckoo has been validated using two example applications: First, eyeDentify, an application 
which performs image pattern recognition, and simultaneously computing and memory 
intensive. eyeDentify was re-factored to use the Cuckoo programming environment. The second 
application was Photoshoot which is a distributed augmented reality mobile application. 

3.3.2 Approaches Based On Public / Private Cloud Computing. These approaches focus 
primarily on augmenting mobile device capabilities enabled by the use of more powerful 
resources in traditional date centre Clouds, both considering in private or public cloud 
environments and different levels of the Cloud stack (IaaS, PaaS and SaaS). 

“CloneCloud: Elastic Execution Between Mobile Device and Cloud“ CloneCloud 
presents a system which aspires to “augment mobile devices“[18] capabilities by means of 
offloading methods to device clones executed in a computational cloud. Vision was presented in 
[18] while its implementation is reported in [17]. CloneCloud design goal is enable automatic 
transformation of mobile applications to profit from Cloud.  

Significantly different from previous works Cuckoo and MAUI, CloneCloud is not dependent 
on the programmer in order to create application partitions. Instead, its purpose is to make 
application partitioning seamless and automatic for the programmer. In order to do so, it applies 
an offline method in which both static program analysis and dynamic program profiling are 
performed to define application partitions. 

Application partitions, in this case, are a choice of execution points where the application 
migrates a part of its execution and state from the device to the clone. Analyses can be executed 
considering several execution characteristics (considering CPU, network and energy 
consumption) leading to the creation of diverse partitions for the same application.  

Static program analysis aims to identify “legal“ choices whereby migration and re-integration 
execution between the device and the cloud are made possible. The system defines these 
migration points as method entry and exit points. “Legal“ partitions are pre-computed and stored 
in a database. These are used in combination with dynamic application profiler to manage the 
distributed execution of the application across the mobile device and the device clone in the cloud.  

CloneCloud is reliant on the concept of Application layer VMs, specifically in the Java VM 
available on Android devices, DalvikVM. This supports the migration of application pieces 
between the mobile device and the clone despite the differences in the CPU instruction set 
architectures, ARM and x86. Migration in CloneCloud is at level of thread and relies in a private 
Cloud environment based on VMware ESX. 

“ThinkAir“ ThinkAir [48], [49] ambition is to simply developers tasks in migrating their 
applications to Cloud. In order to so, it presents a framework that facilitates method level 
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computation offloading to Cloud environments. Main novelties provided by ThinkAir adopt a 
more sophisticated use of Cloud computing environment directed at exploiting Cloud potential 
with regard to elasticity and scalability for Mobile Cloud benefit. ThinkAir provides on-demand 
cloud resource allocation in order to comply with specific requirements of mobile applications to 
offload at level of CPU and memory resources. Unlike CloneCloud, ThinkAir makes use of public 
commercial Cloud offerings and does not store pre-defined off loadable code partitions. ThinkAir 
relies instead on annotations provided by the developer to identify parts of code candidate to be 
off-loaded. Furthermore, it enables parallelization by dynamically managing virtual infrastructure 
in the Cloud environment, therefore reducing both cloud server‘s side and overall application‘s 
execution time and energy consumption. The primary server in the ThinkAir architecture is a 
VM which clones of the mobile device replicating both data and applications (additional 
information about how these clones are synchronized and kept up-to-date is not present in the 
analyzed works). This primary server is always set-up ready to be contacted by the mobile device. 
Other VMs distinct from the primary server, called secondary servers, are instantiated on-demand 
by the user. The primary server manages communications from the mobile, the life-cycle of these 
secondary servers, as well as task, allocation in case of parallelization; however no concrete details 
about this mechanism are readily available.  

3.3.3 Approaches Based On Cloudlets.  . [80] formulated the concept of cloudlet as “a trusted, 
resource rich computer or cluster of computers that is well-connected to the internet and it is 
available for nearby mobile devices“. In this concept, the mobile device acts as thin-client to 
services deployed in the cloudlet by means of VMs and that are accessible by wireless LAN.  

As opposed to previously described approaches subject to distant servers or clouds, the overall 
aim of these models is to decrease the overhead network latency derived from the use of distant 
traditional cloud infrastructures. This is achieved by using local clouds or infrastructures, 
cloudlets, closer to the mobile device location. Proximity intends to ensure the predictability of 
the cloudlet‘s response time in order of magnitude of milliseconds.  

Generally speaking, the cloudlet vision constructs scenarios where cloudlets shape 
“decentralised and widely disperse“ computing infrastructures spread over the Internet. It is 
similar to enriching WIFI access points today with an easily deployable, long-lasting and self-
managing “datacenter-in-a-box“ resource. 

“The Case for VM-Based Cloudlets in Mobile Computing“ While [80] defined the concept 
of cloudlet it also provided an architecture in order to turn the concept into reality. Several 
authors, including recently developed Edge Computing area, do not dramatically differ in the 
concept articulation, but in its realization. Some of these works are described in the sections that 
follow. 

Overall design ambition of this work is to unveil potential of mobile computing as a mechanism 
which “seamlessly augments cognitive abilities of users using compute-intensive capabilities such 
as speech recognition, natural language processing, computer vision and graphics, machine 
learning, augmented reality, planning and decision-making“. This ambition, articulated more than 
a decade ago, is today demonstrated ahead of its time and visionary by dint of existing Edge 
computing and Decentralised Cloud foreseen evolution. The architecture proposed in this paper 
is contingent upon “transient customization of cloudlet infrastructure” [80] in which, VMs are 
temporarily created, used and, afterwards, discarded from the cloudlet infrastructure in a dynamic 
manner and in order to provide a specific service to a mobile device located nearby. VM 
technology creates the necessary isolation and compatibility for cloudlet sustainability.  

“Gabriel“ Following the example described in previous work [80], Gabriel [36] applies the 
Cloudlet concept to wearable devices in order to exploit its potential in Cognitive assistance 
processes. Gabriel relies on Cloudlets, with a view to reduce end-to-end latency while addressing 
battery and processing constraints of these wearable devices. The concept is developed for the 
cognitive assistance scenarios employed include applications such as Face, Object, and Optical 
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character recognition and Motion classifier. These require the interaction with wearable device 
(Google Glasses in this case) while placing high demands on both computation level capacity and 
latency requirements. The system design considers offloading from wearable devices to cloudlets 
and considering transiency among diverse cloudlets. Also it takes the account that in cloudlets 
could have interactions to public/private clouds. Another notable aspect is that Cloudlets could 
be implemented with resource richer (not smartphones) movable devices such as laptops and 
netbooks. These bring different options for deployment of Gabriel framework itself, however are 
not developed in its architecture so to enable interoperability and seamless integration with a 
variety of execution environments. In Gabriel offloading normally occurs between the wearable 
device and the cloudlet located nearby. The wearable device discovers and associates to it. In the 
absence of a cloudlet set-up, a proposed solution is to offload to cloud, but this approach penalizes 
because of WAN latency and bandwidth issues initially avoided with cloudlets. In the case the 
internet connection is not accessible; an alternative solution is the use of a mobile device or a 
laptop carried by the user as a direct device to offload. The vision proposed is that as smartphones 
increasingly come with more processing power, they can morph into viable offloading devices in 
the near future. Gabriel deploys each cognitive application in a separated VM in the cloudlet 
cluster. This cluster is also utilized in order to perform computational task parallelization required 
by the various applications.  
3.3.4 Approaches Based On Mobile Devices Cloud Computing Infrastructures . Hitherto, 
approaches regarding the mobile device part of the cloud are the least explored ones. The works 
under this classification significantly differ from previous MCC presented works. Both for Server, 
Public / Private Cloud and Cloudlet based MCC approaches, the mobile resource acts as a thin 
client and main motivation is to extend its limited capacities by acquiring additional capacity in 
resource richer environments. These resource richer environments are witnessed as infinite, in 
terms of the resources they can bring to the mobile application execution, neither presenting 
limitations in terms of battery and network instability under these approaches consideration. 
Here, the perspective changes. First, due to the consideration of mobile devices, which changes 
perception from just been seen as a thing client, to be considered a valid execution environment 
to complement capacity of other resources in its network. But also, from the view that the 
resource in which workload is offloaded presents the same volatility and instability characteristics 
than the resource which has originated the workload. 

 The notable evolution which commenced a decade ago thanks to Moore‘s Law, has led to the 
increase of power and functionality of mobile phones and in general any electronic device. 
Specialists expect this trend to continue up to a certain limit, as previously presented. Mobile 
battery is also an extended area of research both at industry and academia driven by requirements 
generated by the developments of wearable technologies. 

Initial works driving this approach were presented in 2009-10 and coined under the MCC term. 
Recently (2018) authors have used the term Mobile Ad-hoc Cloud computing to refer to similar 
approaches. These are presented below in the following sections. 

 “Hyrax: cloud computing on mobile devices using Map Reduce“ Hyrax [57] is “a 
platform derived from Hadoop that supports cloud computing on Android devices“. Hyrax is 
constructed on the basis of a vision in which mobile computing is “an extension of cloud 
computing for which foundational hardware is at least partially made up of mobile devices“ [57] 
. Hyrax‘s overall goal is to evaluate feasibility of mobile devices‘ hardware and network 
infrastructure to become a sort of cloud provider which uses local data and computational 
resources, analogous to traditional clouds. The envisaged type of clouds would be made of the 
opportunistic creation of networked connections of smartphones in which smartphones perform 
individual local computations in support of a larger system-wide objective which aggregates 
smartphone‘s local computations to meet goals of an overall application. The following principles 
guide the proposed mobile cloud computing infrastructure: “(a) each node is owned by different 
user; (b) each node is likely to be mobile; (c) each node is battery powered and (d) network 
topology is more dynamic“ [57]. The following are understood as advantages of the approach: 
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Avoidance of large data transfers to centralized remote services to perform computational jobs, 
instead of using local or vicinity capacity processing mobile multimedia and sensor data 
immediately; Enablement of more efficient access and sharing of data stored on smartphone 
devices through local area or peer-to-peer networks; As well as, distributed hardware ownership 
and maintenance.  

Hyrax has based its work on porting Apache Hadoop to be executed in the proposed Mobile 
Cloud infrastructure, rather than traditional commodity hardware as it is by definition intended. 
It is important to note that although mobile nodes are intended to be distributed, implementation 
of Hyrax utilizes an approach based on centralised management. Additionally, Hyrax to some 
extend oversimplifies the problem by relying solely on existing Hadoop fault tolerance 
mechanisms to overcome issues derived from use of mobile resources of the infrastructure. In 
addition, Hyrax does not take into account any of the application offloading and partitioning 
techniques for mobile application in previous works, instead it focuses on providing a already 
existing data analytics infrastructure in which worker nodes are mobile devices which offered 
functionality is equivalent to traditional clouds. Thereby, Hyrax is significantly divergent to 
previous MCC works however, completely in line with on-going and expected developments of 
Edge and Decentralised Cloud approaches, which almost a decade after still ambition similar 
goals. 

 “A virtual cloud computing provider for mobile devices“ Huerta-Canepa work on ” 
virtual cloud computing provider for mobile devices” is described in [41] . Its overall ambition is 
to overcome mobile resource limitations by simulating a cloud environment with other mobile 
resources available in the vicinity for situations in which connection to cloud is inaccessible or 
too costly. This work is unique in MCC field by defining an infrastructure which is solely created 
out of mobile devices as an ad-hoc p2p cloud. The work provides remarkable inputs in relation to 
context management adapted to particularities of mobile devices. Specifically in this work 
partitioning of an application takes into account local resource availability and application 
resource needs. The selection of subrogates to which to offload and assign application partitions 
uses the amount and type of resources requested by the application execution and the amount of 
these resources available at candidate surrogates. This takes into account the mobile devices 
context defined as: social context, including relationships among users; location; and number 
devices in the vicinity. In addition, the works put forward a model for application partitioning 
that considers energy and time constraints; a failure prevention mechanism based on context; 
plus an adaptable trust mechanism that enables to open the platform to unknown nodes. [42] 
depicts the set of policies and processes involved in the proposed Context-aware offloading policy 
schema. The schema details the following steps: Monitoring, Partitioning, Selection of surrogate 
candidate and Offloading. Implementation of this architecture is reported to be based on Hadoop 
running on top of PhoneME. PhoneME is Sun Microsystems project to provide a JVM and Java 
ME reference implementation. 

3.4 Features Comparison 

Table 2 provides a feature comparison using the concepts defined in Mobile Cloud Computing 
Taxonomy, adding additional information about implementation status, maturity and use cases. 
In previous subsections we have analysed existing MCC works according to the MCC defined 
models for offloading: to server, cloud, cloudlet and mobile device. Independently of this system 
architectural approach of all analysed studies, except of Hyrax, build on top of two main concepts: 
overall aim to optimise mobile device constrained resources and subsequent need for workload 
off-loading. From the analysed works only Gabriel (by use of wearable devices) is exploiting the 
MCC optimisation models and techniques for other available constrained devices than mobile 
devices, while these have huge potential for development in IoT and Decentralised Cloud context. 
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[72] provides a systematic classification of IoT devices in form of patterns. In this, it is recognised 
that many IoT devices are mobile and are located off the power grid and recognises the need for 
these to optimise energy use, similarly to mobile devices addressed by MCC works. We claim that 
similarly to how MCC Cloudlet concept has recently been conceptually used in the development 
of Edge Computing concept. Tools and techniques for task off-loading and energy optimisation 
developed in the context of MCC will soon have to be employed in IoT and decentralised cloud 
context, together with the need of optimising IoT devices resources and taking advantage of all 
existing computing capabilities at the Edge. 

According to this analysis we observe that the criteria most often used for optimisation of 
offloading decision are Energy and Execution time. The consideration of the Energy criteria is 
devoted to MCC traditional overall approach to preserve mobile devices resources. We foresee 
this need will remain with the application of MCC techniques to IoT context. It is noteworthy 
that so far consideration of security in MCC has been only marginally addressed. This is 
particularly critical while considering more advanced scenarios for MCC in Decentralised Cloud 
context, as mobile devices and, generally speaking IoT devices, act sources of data which will 
soon become critical to protect. 

Table 2. MCC Frameworks Feature Comparison 

Works MAUI 
[21] 

Cuckoo 
[45] 

Clone 
Cloud 

[17], [18] 

Think Air 
[48], [49] 

Cloudlets 
[80] 

Gabriel 
[36] 

Hyrax 
[57] 

Virtual 
Cloud 

[41], [42] 
Resource 
Scarcity  

X X X X   X X 

Energy 
Scarcity  

X X X X     

Context and 
Location  

  X X  X  X 

Network  X  X X X X X  
Security          
Offloading 
granularity  

Method JVM Darvik VM Method VM VM JVM  

Offloading 
Optimisation  

Energy Energy Energy Cost  Latency  Energy, 
Time 

MCC Model  Off. to 
Server 

Off. to 
Server 

Off. to 
Cloud 

Off. to 
Cloud 

Off. to 
Cloudlet 

Off. to 
Cloudlet 

Off. to 
Mobile 
Device 

Off. to 
Mobile 
Device 

Prog. Model 
/ Language  

Windows 
Mobile 
/.Net 

Android / 
Java 

Android / 
Java 

Javascript 
/ Java, C# 

 Android / 
Java 

Java / 
Hadoop 

PhoneMe, 
Java / 

Hadoop 
Maturity  Prototype Prototype Prototype Prototype Architecture Prototype Prototype Prototype 
Use cases  Image 

Recog., 
Gamming 

Image 
conv., 
Aug. 

Reality 

Virus scan 
, image 
search, 
advert. 

Image 
proc., aug. 
reality and 

video 

 Object 
recog., 
OCR 

Video 
search and 

sharing 

 

4 MOBILE AD-HOC CLOUD COMPUTING (MAC) 

The concept of MAC has been only recently coined in [97] in which is recognised as a novel area 
of research which is still in its infancy. In this work, MAC is understood as a new research domain 
that aims to ”augment various mobile devices in terms of computing intensive tasks execution by 
leveraging heterogeneous resources of available devices in the local vicinity“.  
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More concise definition is provided in [98],“MAC enables the use of a multitude of proximate 
resource-rich mobile devices to provide computational services in the vicinity“. 
Balasubramanian[6] further extends MAC definition by adding cooperation factors among 
participant mobile devices “A MAC is a pool of devices with high computational capabilities and 
is closer to the user. This low-cost computational environment is deployed over a network where 
all nodes cooperatively maintain the network“. To the best of our knowledge, there is not yet a 
formal definition of MAC. 

MAC motivation is to address situations in MCC for which connectivity to cloud environment 
is not feasible, such as absence or intermittent network connection [97]. This motivation was 
already the driver for MCC “offloading to mobile device“ works, specifically central to [41], [42]. 
It has to be noted that neither motivation nor MAC definitions denote substantial differences with 
previous MCC works instead; MAC appears as a novel term to denominate more recent works.  

MAC is recognised to have its roots into MCC but also in opportunistic computing [97] . The 
definition of opportunistic computing [20] provides additional considerations relevant for a 
system solely constituted by mobile devices. These are the concepts related to resource volatility 
and churn which can support further formal definition of MAC: “Opportunistic computing can 
be described as distributed computing with the caveats of intermittent connectivity and delay 
tolerance. Indeed, mobile and pervasive computing paradigms are also considered natural 
evolutions of traditional distributed computing. However, in mobile and pervasive computing 
systems, the disconnection or sleep device situations are treated as aberrations, while in 
opportunistic computing, opportunistic connectivity leads to accessing essential resources and 
information“ [20]. 

Kirby [47] develops the desired features for ad-hoc clouds as: “An ad hoc cloud should be self-
managing in terms of resilience, performance and balancing potentially conflicting policy goals. 
For resilience it should maintain service availability in the presence of membership churn and 
failure. For performance it should be self-optimizing, taking account of quality of service 
requirements. It should be acceptable to machine owners, by minimizing intrusiveness and 
supporting appropriate security and trust mechanisms“ [47]. 

Shila in [87] provides a distinction among mobile and static ad-hoc clouds. The latter, are 
including Edge computing and cloudlet environments and elaborating links among these novel 
cloud models and volunteer computing, as a way to optimise use of spare devices in mobile and 
other edge devices. Similar consideration is made by [94] considering this a as major trend for 
changing cloud infrastructures.  

 

Fig. 5. Mobile Ad-hoc Cloud Computing Taxonomy. 

4.1 MAC Challenges 

 Challenges in MAC are inherit from MCC. However the consideration of Mobile devices as the 
single source of resources brings specific challenges to be considered in the context of MAC. 
These are depicted in Figure 5. 

QoS and Fault tolerance: As described in [88] mobile devices present specific characteristics 
with regards to resource availability (connectivity instability, battery limitation, communication 
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bandwidth, or location variations). This makes it specifically relevant in the context of MAC the 
consideration of service management issues related to fault tolerance, availability and 
performance aspects. This work[88] highlights the importance of Fault tolerance mechanism 
considering the nature of mobile devices and its volatility. In addition, it remarks the need of 
incorporating additional aspects for QoS management in Mobile Cloud Computing which entail 
frequent loss of connectivity and low bandwidth and computational resources. Management of 
volatility of mobile resources and the availability issues derived from this fact is as a result the 
main identified challenge. Related work in the area for Mobile Cloud Computing based on 
Cloudlets recognizes as main problems limited and highly demand resources and mobility of 
users. [97] reinforces the need of additional research of stability issues related to ad-hoc and 
distributed clouds. Similarly to some aspects of Service Management, few authors so far have 
analysed the problem of Admission control (the mechanisms to decide whether to accept or not 
a service to be executed on a cloud infrastructure). It is likely due to the fact that it is solely 
applicable in the context of MAC. In addition to this, expected autonomic nature of MAC, calls 
for management procedures which are self-managed. This autonomic management has to 
consider self-healing mechanisms so as to optimize provided QoS taking into account levels of 
fault tolerance and device‘s churn. 

Scalability: Mobile Ad-hoc Clouds could potentially sustain the provision of services over a 
massive number of resources with limited availability. Specifically on this aspect, authors such as 
[65] only contemplate network QoS factors relevant for Mobile Cloud Computing, relying on 
local clouds and cloudlets as the simple solution for these issues. Particularly, [65] identifies 
challenges in this area such as the distribution of processing, networking and storage capacity, in 
addition to the trade-offs management among cost and quality of experience. Both aspects, when 
extrapolated from MCC to MAC context, become critical in order to further develop this 
technology at scale. 

Incentives for participation: Incentives for participation represent a key aspect for MAC 
and generally speaking to any volunteer computing system. Previous research in the area of 
volunteer Computing has demonstrated that temporal and voluntary resource donation is linked 
to different types of social, cultural and economic incentives with respect to service and data 
exchange, financial and collaboration aspirations. User‘s willingness to contribute is a key aspect 
for any contributory system. Although this area has been barely analysed, [66] presents 
motivations to contribute in the eScience area where most of the Volunteer computing work has 
been developed. Findings relate motivations mainly to “do good“ and social contribution.  

Resource Heterogeneity: Generally speaking, Ad-hoc Clouds are particularly susceptible to 
the heterogeneity of devices. As resources set-in up the Ad-hoc Cloud environment are not 
confined to the data centre boundaries, but instead are extracted from sets of available resources, 
management frameworks have to consider device heterogeneity as key enabler.  

Resource Discovery: Very linked to mobile devices churn in MAC, processes for resource 
discovery in MAC have specific requirements with regard to the need to manage the environment 
dynamicity as well as to act in close relation with incentives mechanisms.  

4.2 MAC Models 

The analysis of existing literature in MAC, as well as general ad-hoc Cloud and opportunistic 
computing enables the definition of the following potential models for MAC (depicted in Figure 
6 ).  

Distributed: Similarly to existing works in Contributory or Voluntary Computing, MAC could 
be based on the temporary resource donation, which is voluntarily contributed to set-up the ad 
hoc mobile cloud. In this case, mobile resources would act at the same time as resource 
contributors and as resource users, by executing tasks or jobs in the MAC environment. Rooted 
in the contributory approach, mobile devices capacity is expected to be bestowed for an 
undetermined time period and can be disconnected at any time; as well as, it is decentralised and 
purely distributed, we can note the absence of any dedicated resource to its management. 
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Centralised in Mobile: These represent models in which one of the mobile devices taking 
part in the MAC does act as a Master for the Ad-hoc cluster, having the rest of devices as 
“surrogates“. This model is inherited directly from previous work in MCC in which the concept 
of surrogate was described. 

Centralised in External entity: This model categorizes these cases in which the mobile 
device is deemed not to have sufficient resources to perform the ad hoc cloud management, and 
other resource richer entities are selected as master. This model therefore only views mobile 
devices as “workers“ or “surrogates“. In the observed cases, the master election is a static decision, 
and not considering operational environments. 

The taxonomy in Figure 5 for MAC challenges defines previously described characteristics for 
MAC. This taxonomy is used in Table 3 to classify existing works presented in next section.  

 

Fig. 6. Classification of Mobile Ad-hoc Cloud Computing models. 

4.3.Analysis of Existing Works in MAC 

This section presents a detailed analysis of previous works in MAC.  
“Dynamic Mobile Cloud Computing: Ad Hoc and Opportunistic Job Sharing “ [26][27] 

elaborate on various aspects of dynamic mobile cloud computing framework. This framework 
aims to exploit the cloud when it is defined as “a cloud if local resources utilized to achieve a 
common goal in a distributed manner“.  The aim of this work is to explore the feasibility of such 
local cloud in order to support mobility in mobile computing and associated concerns such as: 
sparseness and hazardousness of the resources in addition to limited energy source and 
connectivity. This framework aspires to respond to the following characteristics, being: “ a) 
Dynamic, in the way it can handle different resources and connectivity changes; b) Proactive, so 
that costs can be pre-estimated; c) Opportunistic, it makes use of resources as they are 
encountered; d) Cost-effective, in a manner that allows task distribution based on a cost model 
benefiting all participant resources.; e) Not limited to mobile devices, but able to manage low end 
devices such as sensors“ [27]. As opposed to previous works analysed it considers parallel task 
execution using simultaneously diverse surrogate devices, however details on the approach to do 
so, are not provided. 

The system architecture is organised in a cluster, in which one of the end-user devices acts as 
master, with a set of associated surrogate mobile devices performing slave tasks. Although 
authors intention in this set of works is to handle diverse end-user devices in the IoT spectrum, 
experimentation performed focus on PCs and mobile devices.  

“MOCCA: A mobile Cellular Cloud Architecture “ MoCCA [60] is described as a “cellular 
Cloud architecture for building mobile clouds using small-footprint microservers running on cell 
phones“. MoCCA‘s objective is to avoid costs incurred in the set-up of traditional cloud data 
centres by taking advantage of already existing infrastructure elements. MoCCA advances the 
idea of benefiting from already existing telecommunications and networking elements in GSM 
cellular systems in order to build its architecture. Thus, the resources included in the architecture 
are smartphones, base stations, base stations controllers and mobile switching centres. Five 
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aspects are identified as main concerns for Mobile Cloud design in this work: (1) Connectivity, 
bandwidth limitation, lack of direct connectivity among mobile devices, and the need to consider 
frequent network disconnections; (2) Computational limitation, due to mobile device resource 
limitations; (3) Churn, due to users mobility and devices‘ volatility; (4) Energy, with the approach 
of conserving energy in the mobile device; (5) and Incentives to users to participate with their 
mobile device in the Mobile Cloud infrastructure. The architecture proposed consists of two main 
parts: MoCCA Client and MoCCA manager. The latter, provides centralized control from the base 
station controller resource and executes from the base station. The MoCCA client is powered with 
an execution sandbox with stores function codes to be executed, in addition to Client controller 
and Audit and logging functions.  

MoCCA has been evaluated with computer bound applications. The only notable issue 
regarding Mobile Cloud Design which has been evaluated is Energy consumption from data 
reception and transmission. The remaining concerns (connectivity, churn, computational 
limitations and incentives) have yet to be considered in their architectural design and evaluation.  

MoCCA‘s differentiation aspect from previous MCC and MAC works is that MoCCA adopts 
GSM cellular network infrastructure as part of the MAC. This fixed infrastructure acts as the 
MAC coordinator. The idea of using network equipment as part of the computing infrastructure 
at the Edge is now intensively examined as part of Edge computing research.  

“Ad-hoc Cloud as a Service“ [99], [100] present a “protocol an a preliminary architecture for 
the deployment of Ad-hoc MCC on top of MANET Ad-hoc networks“.  It addresses the need of 
solving dependence of mobile devices with remote cloud by exploiting capacities of surrounding 
devices.  In these, two main entities are considered: Providers, offering nodes acting as resource 
providers; and Customers, that request resources. The resultant protocol, C-Protocol ” governs 
the interaction and the communication among Ad-hoc nodes and provides the dynamic 
management of providers and customers” [99], [100].  

The proposed architecture presents two layers: The C-protocol layer, a meta-layer intended to 
provide required network services; The CloudSim layer: a simulation layer using CloudSim 
simulation aiming to model and simulate a data centre environment and virtualized infrastructure 
based on mobile devices. The protocol considers adding and members departure processes, as well 
as Customer inclusion. No specific details about potential implementation of these, such as 
mechanisms for customer or provider registry or fault tolerance, monitoring mechanisms, 
workload considerations are constituent of this work. 

The originality of this work lies in the joint consideration of network and compute aspects 
(although the latter are not developed with full details) and specifically the joint consideration of 
MAC and spontaneous networks such as MANETs. Initial experimentation has used 9 laptops 
equipped with Windows and Linux operating systems simulating mobile nodes connected over 
WIFI Adapters. The objective of the experimentation was to analyse the feasibility of three 
metrics: Time to set-up, Time for customer to join and Time to add a provider in the MAC system. 

“MobiCloud“ MobiCloud [37] is presented as a “reliable collaborative mobilecloud 
management system“. which enables the efficient and collaborative use of available mobile phone 
resources. This work coins the novel term mobilecloud in order to refer to the overall objective 
of exploitation of computing capacities of mobile and field devices even when no internet 
connectivity is available. The detailed architecture comprises two types of nodes: a field control 
node, named Cloud Agent and participant nodes (mobile or field nodes). The Cloud Agent is the 
agent requesting to form a Cloud and provides centralized Cloud controller functionalities. When 
an application is submitted to the CloudAgent it localizes from the set of available registered 
resources those which match the defined application requirements. 

The reliability of the resources is assessed by means of a Trust management system which 
takes into account QoS offered by the participant nodes. 

Available nodes are priorised resting on: first, number of available CPUs, and then on, time 
employed in data transmission. The differentiation aspect of this work is declared to rely on the 
node reliability mechanism and its reputation system based on user‘s feedback. Other works in 
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the past [41], [42] have provided fully automated processes built upon collection of historical 
node behaviour. Evaluation of MobiCloud has been performed using an extension of CloudSim 
simulation and has included the homogeneous computing capacities of nodes, complete 
availability of all nodes and uniform distribution of connectivity speed. The metric evaluated in 
simulation has been application execution time.  

“mClouds“ mClouds [59] build on the vision future mobile devices will become core 
components of mobile cloud computing architectures and not just thin clients to cloud 
environments. It particularly elaborates in the assumption that “computation and memory will 
likely increase considerably while battery and network capacity will not grow at the same pace“ 
with the overall aim of reducing saturation of cellular data networks[59]. The initial analysis of 
mClouds architecture is divided into two main aspects: distributed mCloud processing and 
specific resource discovery procedures; and Incentives management. 

Distributed mCloud processing architecture comprises mDevs, mobile devices able to execute 
mTasks. An mTask is a part of a larger computing task that can be parallelised. Distributed 
mCloud processing advocates on a simple initial principle, execute locally whenever possible. For 
cases for which this is not feasible due to lack of resources in the task originator device (master), 
look for mobile resources to form a mCloud.  

 This work presents the interesting novelty of elaborating in incentives strategies for mCloud 
participation.  Incentives mechanisms consider the mobile carrier as clearing house, in order to 
reduce network congestions at certain locations. mClouds is conceived as a commentary approach 
to previous MAC and MCC works developing tools and mechanisms for application partitioning 
and offloading. 

“Aura“ Aura [38] aims at providing IoT based Cloud computing models in which mobile 
devices, acting as clients, are able to offload computation tasks to nearby IoT devices. Therefore, 
creating ad-hoc cloud out of low power IoT devices in a specific location to which proximal mobile 
devices can outsource computation tasks.  Motivation for this approach is twofold: firstly, in order 
to provide a local computation environment that reduces latency and keeps data privacy; and 
secondly, with the intention of avoiding the costs of deploying data centre clouds located near to 
the client.  The use of Aura is exemplified in a Smart building scenario.  Compared to previous 
works, Aura brings the innovation of already considering IoT devices in the Smart Building 
scenario as part of the MAC system considering them not only as data sources but as valid MAC 
resources, depending on their specific characteristics.  A proof of concept of the approach has 
been developed for Aura with an Android mobile application for Mobile Agent implementation; 
Controller as a Desktop Java application; and IoT devices capabilities represented by MapReduce 
ported to Contiki IoT platform. A number of IoT devices were simulated with Cooja framework. 
The experimentation was conducted by offloading wordcount implemented in MapReduce for 
optimisation of execution time.  

4.4.Features Comparison 

Table 3 provides a feature comparison using the concepts outlined in Mobile Ad-hoc Cloud 
Computing Taxonomy, introducing additional information about implementation status, 
maturity and use cases. At model level, we observe that so far the preferred model in existing 
works is to provide ad-hoc mobile cloud functionality from an external entity. This external entity 
in the analyses works is offered from Cloud environments, IoT devices and even, Network 
equipment. Centralised management in a mobile that manages ad-hoc clouds in other mobiles 
acting as “surrogates“ is also a model which is gaining popularity emerging together with the 
increment of computing capacities of mobile devices.  In both cases, there is a single point of 
failure for these architectures due to centralised design. Complete decentralisation and 
distribution has been an area of study in Volunteer and P2P systems in the past. This model of 
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management is feasible and performant, as demonstrated in previous volunteer and p2p 
computing works, and provides interesting features at levels of mechanism for handling 
complexity of volatile resources, high scalability and self-management foreseen as specifically of 
interest for the evolution of mobile and steady ad-hoc clouds.  

Until now only some specific MAC works have gone beyond the smartphone as main source 
of resources. Tools such as Aura describe initial steps towards the inclusion of IoT in mobile ad-
hoc architectures. In our view, future evolution of MAC in Decentralised Cloud will not only 
reinforce existing initial works addressing IoT devices but to focus its evolution on them. The 
exceptional forecasted development on the number and complexity of IoT connected devices will 
force this evolution as a mandatory requirement. The overall computing available at the Edge of 
the network is growing in number of devices but also in their capacity, coming from diverse and 
heterogeneous sources in form of robots, drones and autonomous vehicles. At level of challenges 
addressed we observe consideration of location is yet to be addressed, as well as, QoS and massive 
scalability necessary in this context. 

Table 3. MAC Frameworks Feature Comparison 

Works Job Sharing 
[26] 

MOCCA [60]   Ad-hoc 
Cloud[99]  

MobiCloud 
[37]  

mClouds [59]  Aura [38] 

QoS and Fault 
Tolerance  

      

Scalability       
Incentives Economic    Economic  
Resource 
Heterogeneit
y  

      

Resource 
Discovery  

  X  X X 

MAC model 
(Centralised) 

 In Mobile   In External 
Entity  

 In Mobile   In External 
Entity 

In Mobile  In External 
Entity  

Programming 
Env.  

 Java   Java        Android / Java  

Maturity   Prototype   Prototype   Simulation   Simulation  Model  Prototype  
Use Cases   Distributed 

Mandelbrot 
Set Generation  

 Cholesky 
Decomposition 
Fast Fourier 
Transform  

       MapReduce 
Word count  

As observable in Table 3, yet the attention to hardware heterogeneity in the management of 
MAC is not a reality in any of the analysed MAC works. This is in our view, another clear source 
of evolution in the coming years for MAC and Decentralised Cloud in general. Over the last 
decades, Moore‘s law has enabled the substantial computing capacity growth in processors. 
Recently, we are witnessing the emergence of built-in artificial intelligence processing units into 
mobile devices which are expected to soon power many other IoT devices. The foreseen slow 
down progress expected for Moore‘s Law in the future will call for taking better advantage of all 
available compute resources, therefore forcing MAC systems and Decentralised Cloud to manage 
heterogeneity so to exploit all available compute sources. 

5 EDGE COMPUTING 

Cloud computing today has transformed into a massive centralized infrastructure acting as a 
central keystone for compute power, storage, process, integration, and decision making in 
numerous environments. Following the pattern we have thus far in the existing IoT set-ups, 
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generated sensor data would have to be transmitted over the network in order to be centralized, 
processed and analysed in the Cloud.  

With a view to cope with IoT proliferation this scenario has to change, providing an 
infrastructure which takes into account billions of devices connected at the edge and offering 
more rapid processing and decision making. Therefore, the idea under Edge Computing is to 
enable the decentralisation of the cloud, approximating computation and storage to the sources, 
at the edge of the network: avoiding unessential network transmission and getting data and 
computation at the right place and right time. 

Edge computing (also known as Fog Computing) paradigm [13] “extends Cloud Computing to 
the Edge of the network“. Both Edge and Cloud manage computation, network and storage 
resources applying similar techniques such as virtualisation and multi-tenancy [12]. However, 
Edge computing‘s main aim is to address the latency issues detected in the application of Cloud 
Computing to large IoT scenarios [96].  

Edge computing is defined by Shi [86] as: “Edge computing refers to the enabling technologies 
allowing computation to be performed at the edge of the network, on downstream data on behalf 
of cloud services and upstream data on behalf of IoT services.”. This work frames Edge “as any 
computing and network resources along the path between data sources and cloud data centres“ 
[86]. 

The term Fog Computing has been instead proposed by Cisco [19]: “Fog Computing is a 
paradigm that extends Cloud computing and services to the edge of the network. Similar to Cloud, 
Fog provides data, compute, storage, and application services to end-users. The distinguishing 
Fog characteristics are its proximity to end-users, its dense geographical distribution, and its 
support for mobility“. Also from CISCO, Bonomi‘s in its introductory work “Fog Computing and 
its role on the internet of Things“ [13] proposes the following definition for Fog computing: “Fog 
Computing is a highly virtualised platform that provides compute, storage, and networking 
services between end devices and traditional Cloud Computing Data Centres, typically, but not 
exclusively located at the edge of network“.  

The definition provided by [93] does not confine technology choices to virtualisation and adds 
a cooperation factor: “Fog computing is a scenario where a huge number of heterogeneous 
(wireless and sometimes autonomous) ubiquitous and decentralised devices communicate and 
potentially cooperate among them and with the network to perform storage and processing tasks 
without the intervention of third-parties. These tasks can be for supporting basic network 
functions or new services and applications that run in a sandboxed environment. Users leasing 
part of their devices to host these services get incentives for doing so.“ 

Overall Bonomi‘s approach refers to the fact that IoT platforms will, in the short term generate 
large volumes of data, which will stand in need of analytics platforms to be geo-distributed; in a 
way of “moving the processing to the data“. Therefore, creating the need for “distributed 
intelligent platform at the Edge Computing that manages distributed compute, networking and 
storage resources“. 

Edge and Fog Computing are not devised as competitors to Cloud; quite the contrary, it is 
conceived as the perfect ally for use cases and applications for which traditional Cloud Computing 
is not sufficient. Further extended in [12] the Edge vision was created to “address applications 
and services that do not fit well the paradigm of the Cloud“. Edge approach is very much aligned 
with Mobile Cloud Computing works, as recognized in [96] and [30], [82]. When observing 
evolution of the market, again, the major Cloud provider, Amazon Web Services (AWS) appears 
as a pioneer in the area of Edge computing by its AWS Greengrass product[84]. This has recently 
being followed by MS Azure Edge platform [4], as will be presented in section 5.3.2.  
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Fig. 7. Edge Computing Taxonomy. 

5.1 Edge Computing Challenges 

 Below we elaborate on a series of Edge computing challenges and characteristics necessary to be 
developed in order to make the described concepts a reality. These are also represented in Figure 
7.  

Edge management 
Resource Management: Management of massive number of small diverse devices and 

sensors in Edge computing set-ups will necessitate new management styles, potentially 
decentralised and able to scale to degrees that nowadays are unprecedented in existing 
architectures [93]  

Fault tolerance and distributed service management: Resource heterogeneity, scalability, 
fault tolerance, availability and performance are service management aspects still to be addressed 
in Edge computing. These are of specific interest due to the nature of devices and their volatility 
in addition to this need of including supplementary aspects for QoS management, scalability and 
heterogeneity in resources, integration of special devices including hardware accelerators, FPGAs 
and GPUs. 

Edge Workload management: Encapsulation of edge workloads on top of Edge systems will 
have to accommodate diverse workload typologies as well as the different processors types where 
these workloads can be computed, the final encapsulation solution may vary. A system able to 
deal with various encapsulation approaches will be required to prepare the workloads depending 
on the final execution environment. Mechanisms adapted to balance between high-performance 
processor and low power processor according to the final objectives of the workload should 
shortly be taken into consideration. 

Edge Workload Scheduling: Workload or task scheduling in Edge and Fog computing has 
to take into account specificities of the Edge devices, such as energy constraints and QoS (usually 
in terms of latency optimisation). Diverse works have recently analysed the problem from diverse 
perspectives. Some works handle it as a joint optimisation problem among the Edge and Cloud 
resources: with the aim of addressing different application classes [10]; focusing on performance 
and cost optimisation [68]; and aiming to optimise delay and power consumption [22]. Others, 
such as Bitam[9] devises it with the innovative approach of bio-inspired optimization. 

Data management: Hitherto, data intensive applications have been the key motivation 
spreading Edge computing need. Novel systems able to manage data scattered on an Edge 
heterogeneous and distributed environment needs to deal with the intricacies of the underlying 
complex infrastructure composed by smart devices, sensors, as well as traditional computing 
nodes. Conversely, developers must focus on establishing the relevant data, which is the 
necessary to keep, their format and quality, and how to process them, avoiding details concerning 
how to gather data, where to store or process them [69]. 

Edge Interoperability 
Across Edge execution orchestration: Edge set-ups are envisaged to be spread covering 

wide geographic areas. For serving applications and services that make use of these distributed 
set-ups, mechanisms for deployment, provisioning, placement and scaling service instances 
across execution zones in the distributed Edge set-ups are necessary. 
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Cloud and Edge Interoperability: Current status of Edge computing developments very 
much relies on specific vendor solutions. In order for these to interoperate among them and with 
traditional clouds, new standards would have to appear to manage the expected scale of edge set-
ups and the interoperability of devices and sensors.  

Economy  
Cloud computing has been recognized as a bridge between distributed systems and economics. 

Cloud computing providers offer a number of services to users using pricing schemes relying on 
incurred resource consumption. Existing commercial Edge computing environments, although 
based on simple devices, are being deployed in complex economic models which combine pay per 
use and licensed based. Further investigation is vital for designing models ready to cope with 
challenges and diversities of existing Edge Cloud models.  

Eco-efficiency   
A significant challenge associated with Edge deployments is potent power provisioning for 

locally deployed infrastructure. While substantial advances have been made for data centre and 
Cloud Energy Efficiency, particular challenges  remain in order to optimise energy consumption 
and availability of energy sources in edge environments. Another environmental concern linked 
with Edge computing is the lifecycle of all devices which are disseminated. Approaches for device 
management of objects that incorporate a battery and matter potentially harmful to the 
environment would have to be considered in the future.  

Security and privacy  
Edge computing, similarly to traditional cloud, is viewed as multi-tenant, and therefore actual 

set-ups will require of concrete isolation mechanisms so as to avoid security and privacy 
concerns. 

Connectivity and Resilience 
Resiliency is also a core characteristic required for Edge computing set-ups, notably for 

mission critical IoT applications. There is the overall need for these applications to continue 
providing their services from the Edge even when network links to Cloud are down or seriously 
overloaded. Diverse techniques are being studied in order to provide lack of connectivity 
resilience capability, among them fault tolerance systems across diverse Edge installations in a 
close location and techniques for unconnected Edge limited operation.  

 

Fig. 8. Classification of Edge Computing models. 

5.2 Edge Computing Models 

Existing approaches to Edge Computing can be classified according to the following criteria. 
These different Edge models are depicted in Figure 8.   

 Edge Server approaches are those which consider the Edge environment a device, 
which we name server, that provides computing and storage capacities to a series of 
Edge sensors and other resource poorer devices that are connected to it in a locally 
close environment. These so-called “servers“ can be represented by devices which 
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range from Raspberry Pis to servers, but so can devices such as connected cars, 
network equipment, or other rich smart IoT devices, as long as they provide a 
minimum computing and storage capacity. With this regards project HEADS has 
provided the following classification [39] among devices which comprises: Tiny, 
Small and Large. These can be described as: Tiny: Very limited devices (8 and 16 bit 
micro controllers with less than 64kB program memory and 4kB of data 
memory).Example of this type of device is Arduino UNO; Small: Devices with a 
specific OS and restricted hardware characteristics (less than 128kB program memory 
and less than 64kB data memory); Large: Devices supporting general purpose OS. 
Examples of these are: Raspberry PI and Android. Edge Server approaches are the 
ones we encounter today in commercial products such as Amazon Greengrass, and 
Azure IoT Edge using the so called “Large“ devices. Also from equipment vendors 
such as Dell we found pure and traditional servers to be deployed (Dell Power Edge 
Series). 

 Edge Cluster approaches are those considering sets of the previously so-called server 
devices that are coordinated by a node considered the cluster master. This clustered 
approach could be considered at diverse granularity levels in view of the nature of 
the proposed scenario and the compute/storage requirements. An exemplification of 
the concept could be performed in a smart home scenario considering that all “smart“ 
enough devices, servers, aggregate their capacity in order to provide compute/storage 
capacities to other more resource constrained home appliances. 

 Hierarchical classification considers layered configurations of Edge clusters. The 
layered approach could be construed according to diverse criterion. These include: 
layered approaches based on increasingly resources capabilities or location 
(aggregating at diverse levels i.e. resources at home, neighbourhood and smart city). 

Making an analogy with existing Cloud offerings we could also classify Edge approaches as:   

 IaaS: Those offering Compute and Storage capacities in diverse virtualisation formats 
including VMs and containers. 

 PaaS: offering access to programming environments (the more advanced ones 
providing Serverless and functional programming environments such as AWS 
Lambda), ML tool-sets as well as software capabilities such as message brokers to 
facilitate development of applications on top of these environments. 

5.3 Analysis of Existing Works in Edge Computing 

5.3.1 Existing Works in Research Environment. . “Fog computing: A platform for internet 
of things and analytics“ Fog computing was introduced in [13]. [12] enhances this initial work 
in order to propose a Fog architecture including new requirements that IoT scenarios pose on Fog 
Computing with regard to big data analytics. Overall the approach is based on the fact that IoT 
platforms will, in the short term generate large volumes of data, requiring of analytics platforms 
to be geo-distributed; in a way that “moving the processing to the data“. Thus, creating the need 
for “distributed intelligent platform at the Edge (Fog Computing) that manages distributed 
compute, networking and storage resources“.  

The proposed high level architecture has the following three key objectives: transparency, 
heterogeneity (of both resources and applications) and distributed orchestration. Transparency 
refers to the ability to manage in an abstract manner resource elements at edge, cloud and 
network. Heterogeneity is related to the diversity of previously mentioned resources but also to 
need of supporting multiple applications from diverse sectors. Finally, orchestration has to be 
driven by defined policies that consider scalability at local and global levels. Bonomi‘s work 
coined the term Fog computing. Although cloudlet concept is not specifically referenced in this 
work diverse authors have recognised its direct links in spite of different motivation for 
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decentralisation: IoT infrastructure scalability, for fog computing; versus mobile applications 
performance for cloudlet[79]. 

“ANGELS for distributed analytics in IoT“ ANGELS stands for “Available Network 
Gateways in Edge Locations for Sensors“ and it is presented in [63]. ANGELS presents on-going 
work and explores the idea of using smart edge devices (sensor gateways, personal laptops, play-
stations, and smartphones) as envisaged in the Fog paradigm in order to perform parallel 
execution of data processing jobs in IoT, using idle capability of these devices. Overall ambition 
of this work is to take advantage of unused computing capacity at the edge of the network at 
homes and around these, in order to cope with demands for data analytics computation expected 
from the development of IoT systems. This architecture targets the class of applications which 
presents a data parallelization approach: namely, applications capable of processing data divisible 
into several subsets, partitions, which can be processed in parallel, similar to the MapReduce 
approach. 

So far this architecture is working under the assumption that edge devices are available. Next 
steps detail the consideration of dynamic availability patterns of edge devices.  A new element of 
ANGELS is the contributory/volunteer computing element it brings, by means of taking 
advantage of idle of smart edge devices. However, it recognises that due to Edge devices resources 
constraints and their mobility, edge devices will have to be complemented with fully powered 
resource richer servers.   

“Mobile Fog“ Mobile Fog [40] presents a “high level programming model“, or a PaaS, “for 
applications that are geographically distributed, large scale and sensitive to latency“[40]. Authors 
position this work as an alternative for Cloud PaaS which focus on web applications, by 
developing a solution that specifically addresses needs of data analytics for IoT.  The objectives 
of Mobile Fog Programming model are: to ease application development on highly distributed 
heterogeneous devices; and to support scalability both at Edge and Cloud. In this work Edge 
devices resources considered go beyond typical mobile phones, but also considering connected 
vehicles. In Mobile Fog an application is a group of distributed processes which have to be 
assigned into a set of disperse computing instances in edge devices, and fog or cloud 
environments. It is considered a physical hierarchy of devices in which a process in an edge device 
is a leaf, and processes in the edge cloud are intermediate nodes and processes in cloud are 
considered the root. In this set-up each Mobile Fog Node manages workload from a specific geo-
spatial location. Scalability management is performed through scaling policies that determine 
behaviour reliant on monitoring metrics such as CPU or bandwidth. Scalability mechanisms 
address instances at the same network level. Further work it is expected in runtime systems 
implementation and process placement algorithms. This work recognises to be complementary 
to fog architecture presented by [12], [13] by addressing on programmability aspects in Fog 
context.  

“Nebula“ Nebula [14][44][73] is presented as a “dispersed edge cloud infrastructure that 
explores the use of voluntary resources for both computation and data storage“. Nebula 
motivations are: to reduce data upload to traditional clouds by offering disperse computing 
environments and to eliminate overhead of virtual infrastructure instantiation in Clouds.  Nebula 
relies on volunteer computing mechanisms as tools that allow widely distributed environment. 
While supporting distributed data intensive applications, Nebula deems data movement and 
origination problems, considering geographical distributed execution. In order to do so, 
scheduling of computing has to take into account execution time, but also data movement costs. 
Nebula system architecture includes the use of dedicated servers for central platform level 
operations, together with a set of donated nodes both providing computation or data storage 
resources. 

Data Nodes donate storage space in order to store application files. They provide operations 
to get and store data. Compute nodes, offer computation resources to the environment. With a 
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view to maintaining isolation among the donated resources and applications executed by means 
of Nebulas, it employs NaCI sandbox provided by Google Chrome browser. By means of this 
sandbox, Nebulas orchestrates the execution of NaCI executables into the contributed resources. 
Evaluation has been provided for Nebulas MapReduce Scheduler comparing it to current 
Volunteer computing models BOINC and MapReduce-tuned BOINC. This evaluation has 
employed an experimental set-up using 52 Nodes in PlanetLab using a Word Count MapReduce 
Like application. Similarly to ANGELS[63], NEBULAS develops the idea of volunteer contribution 
of Edge resources, however, elaborating by-design management of fault-tolerance to edge devices 
churn and volatility. 

“Resource Provisioning for IoT Services in the Fog“ [89] main objective is to provide both 
theoretical and practical foundations for resource provisioning in Fog environments. It provides 
a systematic classification of Edge resources. This classification comprises the following classes 
for resources: fog cells, single IoT devices that control a series of other IoT resources while 
providing virtualised resources; and fog colonies, described as micro-data centres built-up from a 
series of fog cells. In the proposed architecture: The Cloud-Fog control middleware is the central 
unit that supports the management of underlying Fog colonies. The management of fog colonies 
incorporates execution of fault tolerance processes over fog cells as well as novel device 
discovery, and re-organisation of colonies if needed; Fog Orchestration Control Node supports a 
fog Colony constituted by diverse Fog Cells; and Fog Cells are software components running on 
Fog devices. Both the Fog orchestration control node and Cloud-Fog control middleware need to 
implement placement optimisation for tasks execution. The selected optimisation criterion in this 
work is twofold, first to optimise resource utilisation at fog cells and secondly to minimize delays 
in propagating data to cloud. This hierarchical architecture is more complex than MobileFog‘s 
one, developing various Fog levels.  Evaluation of the proposed model has been performed using 
an extension of CloudSim simulation framework for Fog Computing, resulting in 39% delays 
reduction.  

5.3.2 Existing Products in the Market. . “Azure IoT Edge“ Azure IoT Suite Reference 
architecture [58] considers three central aspects for a typical IoT solution: device connectivity, 
data processing, analytics and management; and presentation and business connectivity. Recently 
Azure has announced the availability of Azure IoT Edge [4] as Open Source [5]. The provided 
open source software can run on Windows and Linux/Mac powered devices. IoT Edge modules 
are executed as Docker compatible containers. The IoT Edge Runtime provides monitoring and 
workload execution functionalities at the Edge.   

It allows data pre-processing on-premises before sending it to Azure Cloud environments. The 
Microsoft services which can run on these devices include Azure Machine Learning, Stream 
Analytics Azure Functions, Microsoft‘s AI services and the Azure IoT Hub. Azure IoT Hub 
component contains device registry and identity store, as well as, device-to-edge and edge-to-
device messaging features, acting as the entry point to access the rest of IoT suite services at Edge 
side. Azure IoT Hub presents an SDK that allows interoperability with custom gateways and 
simplified programming, Stream Analytics component offers real-time event processing so to 
support stream data analysis by processing telemetry, data aggregation, and event detection. On 
the Cloud side, Azure Storage offers long term data and object storage. This can be used in 
conjunction with Azure Web Apps and Microsoft Power BI, so as to have data visualisation 
means. At time of writing Azure IoT Edge can be used free of charge while associated use of Cloud 
services is billed based on usage.  

“AWS Greengrass“ AWS Greengrass [84] [85] offers an Edge computing platform which 
propounds local computing using AWS Serverless technology (AWS Lambda), messaging ,data 
catching sync and ML inference while providing interoperability with AWS IoT Cloud services. 
It is a software stack available for any ARM and x86 device with minimum required capacity 
(1GHz of compute, 128MB of RAM plus additional resources for workload and message 
throughput). At time of writing, AWS Greengrass documentation details that compatibility tests 
have been validated with more than 40 devices. In addition it offers direct communication and 
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operation with Amazon FreeRTOS micro-controllers. The software stack is divided into three 
main pieces: AWS Greengrass Core, AWS GreenGrass SDK and AWS IoT Device SDK. The 
Greengrass core allows for: local deployment of applications using lambda functions developed 
in Python 2.7, Node.JS 6.10 and Java 8; enables secured local messaging based on OPC-UA 
protocol; provides device management and device clones; and authentication and authorisation 
in device to cloud communication. AWS Greengrass SDK permits Lambda functions to interact 
with Core services.  The extended IoT Device SDK endowed with Greengrass offers an extension 
to existing AWS IoT Device SDK so as to support constrained devices (supporting TLS) to 
communicate with Greengrass core. In addition, devices can use Greengrass discovery API to 
locate and manage secure communication to Greengrass core. A very interesting feature added 
recently is Greengrass ML. This feature allows ML models that have been developed and trained 
in the cloud, to be deployed and executed locally in the Greengrass core equipped device. This is 
reported to support GPU utilisation for devices which have it present. 

 It is worth remarking that AWS Greengrass supports the possibility to work offline (without 
Internet connection to the Cloud) performing synchronisation process when connectivity is 
ensured to the device. Logically, this has to be limited to the resources available on the device 
powering the AWS Greengrass Core, albeit no concrete information is presently found in the 
product information. Pricing for AWS Greengrass considers a combination of devices installed 
plus the usage of Cloud services these make. The price for devices can be charged monthly or 
with a fixed yearly amount. 

5.4 Features Comparison 

 In Table 4 we present a comparison of features among all analysed architectures. The analysis 
compares features considered by research works and commercial offerings. In this analysis, the 
observed maturity of market developments possesses a remarkable nature. These today are 
considering advanced capabilities with regard to Data management, Edge workload execution 
models adapted to the last trends on the market and even consideration of machine learning 
frameworks. At the same time analysed works in research elaborate on conceptual approaches 
and future requirements while existing implemented architectures are yet scarce. It is interesting 
to note that as previously introduced OpenFog architecture limits Edge computing to 
intermediary nodes among IoT devices and Cloud, while considering Fog, as the computing 
continuum that embraces end to end management from IoT devices to Cloud. However, from the 
provided descriptions, it is clear that commercial Edge computing offerings, and specifically 
Amazon Greengrass, go far beyond providing an intermediate computing layer. Instead, these 
develop end to end solution for both IoT devices, computing at the edge and rich cloud services, 
commercial products make reality the computing continuum concept nevertheless exposing its 
adopters to strong vendor lock-in.  

Table 4. Edge Frameworks Feature Comparison 

Works   Fog comp. 
[12, 13]  

 ANGELS 
[63]  

 MobileFog 
[40]  

 Nebula [14, 
44, 73] 

 Resource 
[89]  

 AWS 
Green[84]  

Az. IoT 
Edge [4]  

Nature Research Research Research Research Research Comm. Comm. 
Resource X X X X X X X 
Fault Tolerance    X X   
Data 
Management 

 X  X  X X 

Workload 
Management 

X X    X X 
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Work. Schedule.     X   
Across Edge 
interop. 

       

Edge and Cloud 
interop. 

     X X 

Economy      X  
Eco-efficiency        
Incentives     X   
Security and 
Privacy 

     X X 

Connectivity 
and Resilience 

     X X 

Edge Infra.  Cluster   Server   Hierarch.   Cluster   Hierarch. Server  Server  
Edge Offering  IaaS   PaaS   PaaS   PaaS   IaaS PaaS  PaaS  
Prog. Model 
/Language 

       JavaScript    Lambda, 
containers  

containers 

Maturity  Arch.  Arch.  Arch.  Simulation  Simulation  Product  Product 
According to current developments it can be the case that instead of research works feeding 

industry products with advanced features and ideas, it is research lagging behind industrial 
developments. This is to some extend corroborated by initial experimentation done in commercial 
offerings with rich IoT devices in connected vehicles [7],[71] which represents a clear initial step 
towards the realisation of Decentralised Cloud concept defined by this work. This 
experimentation while exploiting the inference of ML at the edge recognises the need of edge 
groups of devices and its communication. As it happened in the area of Grid, and the successful 
application of Cloud utility models in the market almost a decade ago. Nowadays opportunities 
in research are apparently in scheduling, orchestration and optimisation problems instead of basic 
capabilities already being tackled in interesting approaches by commercial developments of major 
Cloud providers. These commercial offerings are advancing at impressive rapid pace and getting 
quickly into quite mature stages, research and standardisation works have yet to achieve. 

6 CONCLUSIONS 

This paper has presented the current state of the art and research challenges for future 
Decentralised Cloud models. In these we observe that Mobile Cloud Computing has already 
developed a number of valuable tools and techniques that can significantly influence the future 
evolution of Cloud models. Specifically, in relation to Cloudlet and Edge Computing and Mobile 
Ad-hoc Cloud.  

Building its routes in Cloudlet concepts we observe that still Edge Computing research is very 
much in a conceptual state. At the current state of development, multiple works have elaborated 
on diverse conceptual approaches for it, however, very few architectures do elaborate on 
management of specific aspects and still research gaps are appreciated in research challenges such 
as: across Edge execution models, Economy, Connectivity and Resilience. Interestingly, while the 
research community is still debating the most appropriate term to use (Edge/Fog), major cloud 
providers are already launching significantly mature products to the market even exploiting 
aspects such as ML inference at the Edge. This gives a clear indication on how promising Edge 
Computing developments are and the need for future research works to take into consideration 
commercially developed products in order not to re-invent the wheel. 

At the same time, expected gains in complexity of the connected “intelligent things“ will 
designate specific requirements to Decentralised Cloud Computing evolution [3]. Intelligent 
Things, such as robots and autonomous vehicles, can be viewed as mobile devices which provide 
complex aggregations of computing and storage resources together with diverse and 
heterogeneous sensors and actuators which all together implement a cognitive loop. According 
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to predictions “intelligent things“ will become better, faster and cheaper. Producers will soon be 
under pressure to provide complex behaviours, cognitive capabilities and skills at competitive 
costs, while increasing on-board computation and storage of smart machines will raise their costs, 
increase energy demand and reduce their autonomy. The self-contained and self-sustaining 
nature of these novel “intelligent things“ resources combined with their size and energy 
harvesting constrains will require of novel computing and communication architectures beyond 
state of the art today. 

A caveat has to be made in relation to Moore‘s law development. For the last few decades, 
overcoming similar challenges has always relied on the application of Moore‘s law. This has 
allowed producing ever better and capable hardware. Increasingly, Hardware manufacturers are 
encountering more difficulties in producing ever miniaturised low-power computing units that 
are cheaper and faster. This does not probably mean that computing progress will suddenly stall, 
but can have implications in the nature of that progress. The computing progress could be 
progressively changing to approaches which take better advantage of available resources while 
coping with the necessary balance among resources in high demand: computing and energy.  

These environments are initially taking form in the evolution of Ad-hoc Clouds enabling smart 
collaboration among mobile devices. These build their routes in ad-hoc networks and 
opportunistic computing. Further evolution of this concept is expected to enable the creation of 
dynamic ecosystems, meshes or swarms of “Intelligent Things“ in fully distributed and 
decentralised manner in the so-called Decentralised Cloud. 

At the same time we are witnessing to very significant advances in AI and deep learning 
technologies which fuelled by the unstoppable data availability collected from “Intelligent 
Things“ will soon increase computing demand by several orders of magnitude.  

While the relation among these technologies is starting to be tackled by both research and 
commercial efforts [62], [79], [84], it further calls for development of Decentralised Cloud 
environments as ecosystems of ‘Intelligent Things“ in which resources capacities are 
complimented by connection to other objects in the community. These have to be designed to 
allow the dynamic creation of dynamic devices eco-systems encompassing “Intelligent Things“, 
cyber-physical devices, edge and clouds, each of these adding to the collective capability and 
insight, in a future computing continuum which will act as the backbone in which to build 
collective intelligence. 
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