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Abstract In this paper we present a system for automatic terminology ex-
traction and automatic detection of the equivalent terms in the target language
to be used along with a Computer Assisted Translation (CAT) tool that pro-
vides term candidates and their translations in an automatic way each time
the translator goes from one segment to the next one. The system uses several
sources of information: the text from the segment being translated and from
the whole translation project, the translation memories assigned to the project
and a translation phrase table from a statistical machine translation system. It
also uses the terminological database assigned to the project in order to avoid
presenting already known terms. The use of translation phrase tables allows us
to use very large parallel corpora in a very efficient way. We have used Moses
to calculate and to consult the translation phrase tables. The program is writ-
ten in Python and it can be used with any CAT Tool. In ours experiments we
have used OmegaT, a well-known open source CAT tool. Evaluation results
for English-Spanish and for three subjects (politics, finance and medicine) are
presented.

Keywords automatic terminology extration - translation equivalent
detection - translation memories - SMT translation models - computer assited
translation

1 Introduction

Translation memories and term bases are the two main resources in a Com-
puter Assisted Translation (CAT) tool. A translation memory is a store of
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text segments in one language with their translations in other languages. Term
bases are systemized collections of terminology that are generally (and nowa-
days always) found in computerized format.

In specialized translation the consistency on the translation equivalent se-
lection for source language terms is very important. As many terms present
in the translation project are not in the available term bases, an automatic
method for source term detection and automatic selection of translation equiv-
alents would be of great help for translators and language service providers.
There are several methodologies that allow to automatically detect a set of
term candidates from texts. These techniques are known as Automatic Termi-
nology Extraction (ATE), Terminology Extraction, Terminology Mining, Term
Recognition, Glossary Extraction, Term Identification and Term Acquisition
[Heylen-2015]. There are also techniques that allow us to guess the translation
equivalent of a term from a parallel corpus (or translation memory). When
we try to automatically detect terms and their translation equivalents, we are
talking about Bilingual Terminology Extraction [Gaussier-2001].

When a translation project is created, the project manager or the translator
assigns these resources to the project. It is also very interesting to perform
automatic terminology extraction on the texts to be translated, select the most
relevant term candidates and perform an automatic selection of translation
equivalents of these term in the available translation memories or parallel
corpora. In this way, a specific term base for the current project can be created,
and the translator will save time in terminological queries to external resources.
This step, however, is not always performed.

In this paper we present an extension to a CAT tool that performs auto-
matic bilingual terminology extraction each time the translator goes from one
segment to the next one. In this way, the translator is presented with some
term candidates in the source language, along with their translation equiva-
lents in the target language. These new terms are not known in advance and
they don’t come from an existing term base.

The program performs automatic terminology extraction using well-known
techniques and performs automatic detection of the equivalent terms in the
target language searching in phrase tables from a statistical machine trans-
lation system. The use of phrase tables for bilingual terminology extraction
has been previously used [Ideue-2011], but in previous works small parallel
corpora have been used for creating the phrase tables. Our system performs a
very efficient search in phrase tables allowing the use of very big phrase tables
created from very large parallel corpora in nearly real time. A fast response
time is important, as the system is intended to work along a Computer As-
sisted Translation Tool, and user should feel an immediate response when he
finishes translating a segment and moves to the next one.

The paper is organized as follows: in the next section we briefly expose the
main concepts related with CAT tools and describe the main characteristics
of OmegaT, the tool we’ve used in our experiments. Then the main techniques
for automatic terminology extraction, both monolingual and bilingual, are
presented. The paper follows with a short description of translation memories,
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and the very similar concept of parallel corpus as well as an explanation about
the translation models we used in the system. In the next section a detailed
description of our system is presented. Then we present our experiments and
evaluation results. The paper finishes with some conclusions and future work
we plan to perform on the system.

2 Computer-Assisted Translation Tools

Computer-assisted translation tools (or computer-aided translation tools) en-
compass a series of applications specially designed to efficiently provide trans-
lators with support in their work.

In a broader sense, the term computer-assisted translation covers all IT
applications designed for tasks that are specific to the translation process.
In a narrower sense, computer-assisted translation is a term generally used
to refer to programs that aid translators by checking the contents of one or
more translation memories, and also give the option of checking terminological
glossaries. The importance that the translation memory concept holds is such
that computer-assisted translation has often been referred to as translation
memories or translation memory management systems.

There are a lot of CAT Tools in the market, some of them holding a
free license. A recent survey [Eckl-2014] points out that the most used CAT
Tools are: Trados (34.15%), WordFast (20.56%), MemoQ (11.85%), OmegaT
(9.06%), Star Transit (2.79%) and XTM (2.09%). There is a wide range of users
(19.50%) that uses other CAT Tools. Traditionally CAT Tools were programs
that worked in the translator’s computer. In recent years, cloud-based CAT
tools are becoming popular, as XTM, Matecat or Memsource.

OmegaT! [Carretero-2010] is a mature CAT tool with a free license (GNU
GPL) and a solid development project. This tool is widely used in translator
training [Canovas-2011] and in professional environments [Eckl-2014]. Among
a full set of interesting features, we can highlight two that facilitate the inte-
gration of our system:

— The translation projects are organized as a set of folders each of them
including some components: the source files (folder source), the target files
(folder target), the translation memories (folder tm), the term bases (folder
glossary) and so on. As OmegaT uses standard formats (such as TMX for
translation memories and TBX for term bases) it’s easy to access to all the
information about the project we are working with.

— The tool includes a system folder (script folder) where three files are lo-
cated: source.txt, containing the source text of the current segment; tar-
get.txt, containing the target text of the current segment and selection.tzt,
containing the text highlighted by the user. Each time the translator goes
from one segment to the next one, the content of the source.txt file changes.

1 www.omegat.org
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The system detects this change and reads this file to get the content of the
new source segment text.

3 Automatic Terminology Extraction

Terminology is very important for translators but the way they address to this
knowledge field is very different from terminologist. As stated by [Cabre-2010],
from the point of view of translation, terminology is considered a tool to solve
particular problems. For translators, terminology is all the words I don’t know
and I need to find out, the words not found in a dictionary or the latest jargon
[Bononno-2000]. In this sense, interesting units for translators include not only
the units that would be considered as real terms by a terminologist, but also
other units requiring a specific translation in the given subject field.

As a CAT tool is a system for aiding translator in their daily work, and
as translators think about terminology from a very practical point of view, a
system as the one we are presenting will be of great help, as the translator will
be presented with unknown terms and their translations in a fully automatic
way.

Several other studies has addressed the importance of the identification
and integration of bilingual domain-specific terms into Machine Translation
systems, as for example [Arcan-2014] where the authors incorporated such a
system into a Statistical Machine Translation system with the aim of increasing
translation quality of high-specific texts in a CAT environment.

The methods for ATE can be classified in two main groups [Pazienza-2005]:

— Statistical methods: term extraction is performed based on statistical prop-
erties [Salton-1975] and usually implies the calculation of n-grams of words
and filtering them with a list of stop-words. Although the most common
and easiest to implement characteristic is simply the term candidate fre-
quency, a long set of statistical measures and other approaches have been
created for term candidate scoring and ranking [Astrakhantsev-2015].

— Linguistic methods [Bourigault-1992]: term extraction is performed based
on linguistic properties. Most of the systems use a set of predefined mor-
phosyntactic patterns [Evans-1996]. After term candidates are extracted
using the patterns, a set of statistical measures, the most simple of them
being the frequency, are also used to rank the candidates [Daille-1994].

Of course, real-word systems use both approaches in a higher or lesser
extent, and we can consider most of the systems as hybrid [Earl-1970]. With
any of these methods we are able to detect a set of term candidates, that
is, units with a high chance to be real terms. After the automatic procedure,
manual revision must be performed in order to select the real terms from the
list of term candidates

Bilingual terminology extraction aims to automatically detect terms in one
language and their translation equivalent in another language [Xiong-2016],
and they usually work in two phases: the first one for source language term
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candidate extraction and the second one for finding the translation candidates.
There are some general strategies for the detection of translation equivalents
in parallel corpora.

The first strategy is based on the intuition that the translation of a term
is likely to be more frequent in the subset of target text segments aligned to
source text segments containing the source language term, than in the entire
target language text [vanderEijk-1993]. For each source language term, a sub-
corpus of target text segments aligned to source language segments containing
that source language term is created. Then, a terminology extraction is per-
formed in this subcorpus, and the most frequent term candidate is likely to be
the translation equivalent of the source term. Other strategies are base on the
use of alignment algorithms in the word level [Dagan-1994]. These algorithms
are able to relate a word or a group of words in the source text with the corre-
sponding word o group of words in the target text. The third strategy is related
to the second one. Some researchers have used phrase tables from statistical
machine translation models to find translation equivalents of source terms.
For example, [Hjelm-2007] have used GIZA++ [Och-2003] to train transla-
tion models to detect term translation equivalents, and have shown that this
method outperforms distributional models. [Ideue-2011] uses morphosyntac-
tic patterns in English and Japanese to extract term candidates, and then
a phrase table is constructed using Moses [Koehn-2007]. Statistical measures
are used to rank the term candidates and extract the highly-ranked ones as
bilingual terms.

Others methods are proposed for extracting bilingual terminology from
comparable corpora [Fung-1998], but they are out of the scope of this work.

4 Translation Memories, Parallel Corpora and Translation Models

Translation memories and parallel corpora are very valuable resources for
translators as existing translations contain more solutions to more transla-
tion problems than any other existing resource [Isabelle-1992]. Users of CAT
tools are automatically creating translation memories as they work. If they
perform a good management of their translation memories, in a few months
period they will have several thousands of parallel segments with a lot of use-
ful information. If a set of documents and their translations are available, but
these translations have been done without the use of a CAT tool, there are
several freely available tools performing automatic alignment at the segment
level, as for example Hunalign [Varga-2005]. Using this kind of tools large par-
allel corpora can be compiled in a very fast way. Some parallel corpora are
freely available from the Internet and they can be directly used as resource for
translation. The most remarkable effort for the compilation of parallel corpora
is the Opus Corpus Project.? [Tiedemann-2012]

When the size of the available translation memories increases a lot, efficient
indexing algorithms are necessary in order to query these resources and get-

2 http://opus.lingfil.uu.se/
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ting a response in a short time. In this work we are using statistical translation
models calculated by the Moses toolkit [Koehn-2007]. Although the calcula-
tion of the translation models requires a lot of time, once calculated, they
are available for as many queries as required. For the automatic detection of
the translation equivalent of a given term, we are interested in the phrase
translation tables created by Moses. These translation tables provide possible
translations for each source n-gram and a set of features in the form of prob-
abilities. These values, along with the values of the target language model,
are used by the decoder in order to calculate a final translation with a high
probability. Here we can observe a fragment of a phrase translation table:

coordinating body ||| el organismo de coordinacién ||| 0.222222 ...
coordinating body ||| organismo coordinador de ||| 1 0.072597 ...
coordinating body ||| organismo coordinador ||| 1 0.072597 ...
coordinating body ||| organismo de coordinacién ||| 1 0.051453 ...
coordinating body ||| érgano de coordinacién ||| 0.5 0.0262583 ...

In our system we will use phrase tables to obtain the translation equivalent
of a given source term. In the next section more details of how it is done are
given.

5 System description

The system we are presenting is developed in two different modules commu-
nicated using sockets, to facilitate the use of the system with different CAT
tools. One module is independent of the CAT tool and receives the text of the
segment being translated at that moment. This module performs ATE and
automatic detection of translation equivalents on that segment and shows the
results in an interface. The module performs automatic terminology extrac-
tion over the received source segment. To rank the term candidates it uses the
frequency over all the segments in the translation project and, optionally, the
frequency on the reference parallel corpus. As at this moment the source seg-
ment is still untranslated, the automatic detection of translation equivalents
is performed using the parallel corpus.

The other module is dependent on the CAT tool and detects the change
on the segment being translated and sends it to the other module. For the
moment this dependent modules is developed only for OmegaT.

To perform all the operations related with terminology extraction and de-
tection of translation equivalents, the system uses TBXTools [Oliver-2015], a
Python class that performs several terminology related operations. TBXTools
implements both statistical and linguistic terminology extraction methodolo-
gies.

— To perform statistical terminology extraction, the n-grams of the segment
are calculated. Two kind of filtering with stopwords are performed: all n-
grams starting or ending with a stop-word are deleted; a special set of
stopwords, called inner stopwords, are used to delete all candidates having
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one of these inner stopwords in positions others than the first one and the
last one. TBXTools includes a set of stopwords files for several languages
that have been automatically created selecting closed-class words from the
morphological dictionaries of the Freeling analyzer [Padro-2012]. The list
of inner stopwords are created in the same way, but restricting the closed-
class words to conjunctions and auxiliary verbs. As these lists are plain
text files, they can be modified and extended, and lists for new languages
can be easily created.

— To perform linguistic terminology extraction the tool uses an external POS
tagger, namely Freeling [Padro-2012], to tag the source segment. A set of
terminological POS patterns are used to detect term candidates. TBXTools
uses a rich formalism for POS pattern expression allowing searching for
word forms, word lemmata and POS tags, and allowing the use of wildcards.

In TBXTools two methods for automatic extraction of translation equiva-
lents are implemented:

— The classical method described in [vanderEijk-1993], where a subcorpus of
the target language, having the translation of the source language segments
containing the term the translation of which we are searching for. Then the
n-grams are calculated and filtered by target language stopwords. The most
frequent of these n-grams will be selected as the translation equivalent of
the term. In fact, we are performing a statistical automatic term extrac-
tion on the subcorpus and the most frequent term candidate is selected as
translation equivalent.

— Searches in a translation phrase table from a statistical machine transla-
tion model. The first step in this method is the creation of the translation
model, in our case using Moses. Then the phrase table is compacted and
binarized in order to speed up the retrieval. When we search for a transla-
tion equivalent, we consult this phrase table and retrieve all the information
ordered by probability. The translator is presented with the n most prob-
able candidates. In the experimental part we have set n = 5 so the system
provides 5 translation candidates.

The second method is much faster than the first one, provided that we
already have the translation model. As the calculation of translation models
for very large parallel corpora is slow, the second method is recommended
in the case that we want to use such a large parallel corpus and we want to
retrieve translation equivalent candidates for a lot of source terms.

We are using this second method in our experiments. The first step is the
calculation of the translation model using the parallel corpus. To speed up
the search in such big phrase tables, we have created compact phrase tables
[Junczys-2012] using the algorithms provided in the Moses distribution. Once
created the compact phrase table, we can query it using queryPhraseTableMin,
a program also distributed with Moses.

Our system allows to add some extra conditions in order to improve the
selection of the translation equivalent:
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Table 1 Size of the parallel corpora used in the experiments

Corpus segments  tokens eng  tokens spa

DGT-TM 2,088,196 44,046,368 50,335,833
ECB 116,120 3,107,433 3,488,175
EMEA 1,098,333 12,134,887 13,725,306

— Filtering the candidates with target language stopwords. If the first can-
didate starts or ends with a stopword, then we reject it and take the next
one, and we repeat this verification until the candidate does not start or
end with stopwords.

— We consider a minimum and a maximum number of words of the translation
candidate. These figures are given as a maximum decrement and maximum
increment of the number of words of the source term.

The system can be freely downloaded from SourgeForge.3

6 Experimental part
6.1 Experimental settings

For our experiments we’ve used three parallel corpora, all of them obtained
from the Opus Corpus* [Tiedemann-2012]:

— For Politics: DGT - A collection of EU translation memories provided by
the JRC

— For Finance: ECB - European Central Bank corpus

— For Health: EMEA - European Medicines Agency documents

In table 1 we can observe the size of these corpora.

To create the phrase tables we are using Moses with a language model of
order 5 and the default heuristic (grow-diag-final to establish word alignments
based on the two GIZA++ alignments.

We follow the ideas in [Justeson-1995] to restrict the type and number of
terms we take into account in our experiments for each methodology.

— Statistical term extraction: Justeson has analyzed data in dictionaries of
technical vocabulary and had found that the majority of technical terms
consist of more of than one word. In our experiments we have extracted
bigrams and trigrams and we have filtered with a list of 404 stop words.

— Linguistic term extraction: Justeson have also found that the overwhelming
majority of terms in probably all domains are noun phrases containing ad-
jectives, nouns, and occasionally prepositions; rarely terms contain verbs,
adverbs or conjunctions. Justeson proposes a series of terminological pat-
terns®: AN, NN, AAN, ANN, NAN, NNN and NPN (being of the most

3 Bilingual Term Extraction in Real Time: https://sourceforge.net/projects/bteirt/
4 http://opus.lingfil.uu.se/
5 Where N: noun; A: adjective and P: preposition
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Table 2 Number of words of the English terms in the IATE terminological database

Subject 1 2 3 4 5 >b

04-Politics 9.62 35.05 25.07 13.25 7.62 9.37
24-Finance 7.01 40.58 25.62 13.16 6.27 7.36
2841-Health  30.95 44.48 14.01 5.69 2.57 2.29
Overall 16.30 45.43 20.61 8.88 4.09 4.68

frequent preposition). We have extended this list of patterns and adapted
to the tagset used by Freeling for English.® Note that the TBXTools for-
malism for expressing patterns allows the use of wildcards and regular

expressions:
J.x N.x* J.x J.x N.x*
N.* N.* J.ox J.ox N.x*
VBG N.* N.x J.x N.x*
VBN N.* N.x N.x N.x*
N.x /of/ N.x*

In our experiments we are working with terms having 2 or 3 words, as
the single word terms are difficult to extract both for statistical and linguistic
methods. To support this decision we have performed a statistic of the number
of words of the English terms in the IATE (InterActive Terminology for Eu-
rope™) [Johnson-2000] that can be found in table 2. As we can observe, most of
the terms have 2 or 3 words (60.12% for politics, 66.2% for finance and 58.49%
for health). We can also observe that terms with only one word are residual
(less than 10%) for politics and finance, but not for health (30.95%).

In both statistical and linguistic methodology we set a minimum frequency
in order to consider a unit as a term candidate. We experiment with two values:

— A minimum frequency of 2 in the document being translated. As the doc-
uments we used in the experiments are not very big, this condition might
be too restrictive, but using a minimum frequency of 1 would be too per-
missive and a lot of non-terminological units would be selected as term
candidates.

— A minimum value of 25 of the sum of the document frequency and the
parallel corpus frequency of the unit.

To find the translation equivalent of each term candidate we have used the
translation phrase table procedure and used target language stop-words and
set the maximum decrement to 1 and the maximum increment to 2.

6 The tag set for English follows that of Penn TreeBank for all categories except for
punctuation, dates, and numbers, which follow the same general criteria than the other
languages in FreeLing.

7 http://iate.europa.eu/
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6.2 Evaluation procedure

The evaluation of automatic terminology extraction is a difficult task. The
main difficulty is the impossibility of building a fair gold standard against
which the results of the system we wish to evaluate can be compared due to
the very low agreement among human evaluators [Vivaldi-2007]. Nevertheless,
we have created a test set for each subject. We have downloaded from the In-
ternet 3 documents, one for each of the working subjects and we have randomly
selected 200 segments for each document. Then, we have manually selected the
2 and 3-word terms present in the documents (190 terms for Politics, 295 for
Finance and 128 for Health) and we have searched for the translation equiva-
lents in external resources. With all these data we can perform an automatic
evaluation procedure.

We have performed experiments with the above mentioned three subjects
(Politics, Finance and Health), two terminology extraction strategies (statisti-
cal and linguistic), two values of the threshold frequency (2 for the document
and 25 for the document and parallel corpus).

6.3 Results

In tables from 3 to 5 we can observe the evaluation results for all our experi-
ments. We have evaluated:

— The precision of the term extraction process (ATE P.), counting the number
of all the translation candidates and the number of correct candidates (that
is, the term candidates present in the list of all the terms in the documents).

— The recall of the term extraction process (ATE R.), counting the number
of correct term candidates and the number of terms in the text.

— The precision of the automatic detection of the equivalent terms in the
target language (T.P.) for five positions from the first (T.P.1) to the fifth
(T.P.5). The precision for each position includes the previous positions.
For example, in T.P.3 we have the precision of the automatic detection of
the equivalent terms in the target language for the first, second and third
translation candidates.

Observing the values in the tables, we can get some interesting conclu-
sions. Regarding the term extraction process for all the subjects the precision
for linguistic methodology is higher than statistical methodology. This higher
precision, however, implies a decrease in recall. It is also interesting observing
that for all cases, the use of fiorq; >= 25 implies a significant increase of recall,
as the condition of f,,.,; >= 2 is too restrictive, due to the small size of the
test documents.

To have an idea of the performance of the automatic term extraction pro-
cess, we have used TerMine [Frantzi-2000] ® for the same documents. For Pol-
itics, we have obtained a precision of 47.26% and a recall of 38.55%. These

8 http://nactem.ac.uk
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values are better than our values for statistical term extraction, but worse than
the linguistic methodology. For Finance, with TerMine a precision of 63.68%
and a recall of 48.97% is achieved. These values are in general better than our
values, except for the precision of linguistic methodology for fioiq; >= 25. In
the subject of Health, TerMine is performing better than our system (a preci-
sion of 77.91% and a recall 0 55.83%). These figures are only indicative, as the
compared systems use different methodologies for term extraction. TerMine
is using more complex statistical measures for selecting and ranking the term
candidates, whereas our systems is using the candidate frequency. In future
experiments we will test some statistical measures to improve ATE precision.
We must keep in mid, however, than automatic term extraction is only one of
the steps in our system. TerMine is not able to detect translation equivalents,
so we were not able to compare the performance on this task.

Regarding the automatic detection of the equivalent terms in the target
language, most of the correct translations are in the first and second positions,
as precision for higher positions does not increase significantly. The best results
are obtained for Health, but in our opinion, this is due to the fact that trans-
lation equivalents in the Health domain parallel corpus are more consistent
than in the other domains.

Table 3 Evaluation results Politics using several strategies

Strategy ATEP. ATER. T.P1 TP2 TP3 TP4 T.P5
Statistic fproj >= 2 30.0 46.79 7255 80.39 80.39 80.39  80.39
Statistic fiorar >= 25 28.37 75.23 76.83 81.71 84.15 84.15 85.37
Linguistic fpro; >=2 53.95 37.61 75.61 8293 8293 8293 8293
Linguistic fiotqr >= 25 52.34 61.47 79.1  83.58 86.57 86.57 88.06

Table 4 Evaluation results for for Finance using several strategies

Strategy ATEP. ATER. T.P1 TP2 TP3 TP4 TP5
Statistic fproj >= 2 53.7 10.74 44.83 51.72 5172 51.72 5172
Statistic fiotqr >= 25 61.61 25.56 66.67 78.26 7826 79.71  79.71
Linguistic fproj >= 2 62.16 852 52.17 60.87 60.87 60.87 60.87
Linguistic fiota >= 25 74.39 2259 7049 8197 8197 83.61 83.61

Table 5 Evaluation results for for Health using several strategies

Strategy ATEP. ATER. T.P1 T.P2 T.P3 TP4 T.P5
Statistic fpro; >= 2 42.35 33.64 63.89 75.00 750 750  75.00
Statistic fiota >= 25 37.01 53.27 7544 85.96 85.96 8596 87.72
Linguistic fpro; >= 2 64.44 27.1 6552 7586 75.86 75.86 75.86
Linguistic fiora >= 25 61.11 4112 7273 86.36  86.36  86.36  86.36

In table 6 we can observe the mean execution times to process one segment
for each methodology. The process of the segment includes the automatic term
extraction and the automatic detection of the equivalent terms in the target
language. Comparing the methodologies, there are not significant differences
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Table 6 Execution time statistics (in seconds)

Subject Statistical Linguistic

fp'roj >=2 ftatal >=25 fp'roj >=2 ftotal >=25
Politics 12.38 20.53 10.62 17.36
Finance 4.45 13.91 3.43 12.37
Health 6.13 10.65 5.59 8.70

Antoni Oliver

between them, and we can conclude that the connection to the Freeling server
(running in the same computer) is not delaying the process. We need more
time to process a segment with fproj >= 25 due to the fact that we are
obtaining much more term candidates, and we need to find the equivalent in
the target language for all of them.

7 Conclusions and future work

In this paper we have presented a system that works along with a CAT Tool
and provides automatic terminology extraction and automatic detection of
translation equivalents in real time, that is, automatically when the translator
goes from one segment to the next one. For automatic terminology extraction
the system can use both statistic and linguistic methodologies. The translation
equivalents are searched in very large parallel corpora. In order to achieve
very fast response times, the system uses compacted and binarized translation
phrase tables obtained using the Moses toolkit.

The system can be freely downloaded and holds a free license (GNU GPL).
As it is programmed in Python 3, it can be used in most operating systems.
The system works along with OmegaT, an open source CAT Tool. In the
same web page several translation phrase tables for several language pairs
from the Opus Corpus web page can be downloaded. Users can create their
own translation phrase tables using Moses.

The system can be very useful for freelance translators and language ser-
vices providers, as it can save time avoiding performing automatic terminology
extraction before starting to translate a project. This task will be done auto-
matically while translating. The system also allows us to calculate translation
equivalents for units selected manually by the translator. In this way, the user
can find translations for terms missed by the automatic terminology extraction
module.

As a future work, we plan to test the system for other language pairs and
directions. We also plan to test the system for other domains. To improve the
precision of the automatic terminology extraction step, we will test several
statistical measures. Once all these improvements will be implemented, we
would like to perform a test with real users. The main goal of this test would
be to know if the system is really useful for translator and to get their feedback
for future improvements.
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